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**A Strejc model-based, semi-fractional (SSF) transfer function model**

1. Introduction

Mathematical models of dynamic systems using fractional-order differentiation have been investigated by many authors (see for example: Podlubny (1999), Busłowicz (2008), Kaczorek (2011)) [1, 4, 14, 15]. The fractional-order model in many situations better describes complex and not known exactly plants or processes.

A transfer function is one of most useful models applied to describe elementary properties of control plants and the synthesis of control systems. With the use of typical models, proposed by Strejc or Kupfmuller a huge class of real control plants and processes can be described (see for example Larminat (2007) [6]).

The goal of this paper is to present proposed by author the Strejc-model based transfer function model, which can be useful to describe high-order aperiodic control plants. The model can be easily implemented at MATLAB/SIMULINK platform and their parameters can be identified with the use of the least-square method. In paper the following problems will be presented:

- the proposed SSF model,
- the identification of the proposed SSF model,
- an Example.

2. The proposed SSF model

The proposed model of dynamic system consists of two parts: the “classic” Strejc model without delay and the fractional part. The whole model is described with the use of transfer function (1):

\[
G(s) = \frac{k}{(T_M s + 1)^M (T_\alpha s^\alpha + 1)}
\]
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In (1) \( T_M, M \) and \( k \) denote the parameters of “classic” Strejc model: time constant, rank and steady-state gain respectively. \( T_\alpha \) and \( \alpha \in \mathbb{R} \) denote parameters of fractional transfer function. In further considerations the model (1) will be called the SSF (Strejc semi fractional) model.

A sense to propose the SSF model described by (1) consists in fact, that during identification of the Strejc model without delay the most hard parameter to estimate is the order of model \( M \). The typical situation is, that the both \( M \)-th order and \( M+1 \)-th order models are inaccurate and the best accuracy of model seems to be located “between” \( M \) and \( M+1 \). An introduction of the fractional part is expected to increase the accuracy of model, because the fractional order is able to better describe the real plant, which the order is really unknown.

Assume, that the fractional factor \( a_s \) in (1) is approximated with the use of Oustaloup’s Recursive Approximation (ORA) method. It can be expressed as follows (see for example Merrikh-Bayat (2012) [7]):

\[
s^\alpha = k_f \prod_{n=1}^{N} \frac{1 + s}{1 + \frac{\mu_k}{s} \frac{1}{\nu_k}}
\]

(2)

In (2) \( N \) denotes the order of approximation, coefficients \( \mu_k \) and \( \nu_k \) are determined by a frequency range, for which the approximation is required to be built. If the frequency range is defined by border values \( \omega_l \) and \( \omega_h \), then coefficients \( \mu_k \) and \( \nu_k \) are expressed as underneath:

\[
\mu_1 = \omega_l \sqrt{\eta}
\]

\[
\nu_n = \mu_n \gamma, \quad n = 1, \ldots, N
\]

\[
\mu_n = \nu_n \eta, \quad n = 1, \ldots, N-1
\]

Where:

\[
\gamma = \left( \frac{\omega_h}{\omega_l} \right)^\frac{\alpha}{N}
\]

(3)

\[
\eta = \left( \frac{\omega_h}{\omega_l} \right)^\frac{1-\alpha}{N}
\]

(4)

The gain \( k_f \) is adjusted after calculations to assure the convergence the model to real plant in a steady-state.

During practical use the ORA approximation described by (2)–(4) a non-trivial problem is the proper to assign the approximation parameters: the both border frequencies \( \omega_l, \omega_h \) and the
approximation order \( N \). Values of these parameters have a significant influence on the correct run of the model built with the use of this approximation. The method of estimation these parameters for fractional \( PLaD^\mu \) controller was presented by Merrikh-Bayat (2012) \(^7\), but the method dedicated to models has been not presented. The most simple method to assign these parameters is an application of numerical methods.

The rest of model parameters: the order of Strejc model \( M \), the fractional order \( a \) and the both time constants: \( T_m T_\alpha \) can be also estimated with the use of least square method and the step response of real plant. This will be shown in the next section.

The SSF model described by (1)–(4) is a function of the number of parameters, which can be divided into the following main functional parts:

- The order of fractional differentiation \( a \),
- The time constants: \( T_m \) and \( T_\alpha \),
- The orders of the both parts: \( M \) and \( N \).
- The frequency range, determined by \( \omega_l \) and \( \omega_h \).

Assume, that all of the model parameters build vectors of parameters associated to above functional parts:

\[
\nu_o = [M; N] \in V_o \subset \mathbb{Z}^2 \\
\nu_\alpha = [\alpha] \in V_\alpha \subset \mathbb{R} \\
\nu_T = [T_M; T_\alpha] \in V_T \subset \mathbb{R}^2 \\
\nu_\omega = [\omega_l \omega_h] \in V_\omega \subset \mathbb{R}^2
\]  

\( (5) \)

In (5) capital letter “\( V \)” denotes a set of all sensible from physical point of view model parameters. All the above vectors build the vector of the SSF model parameters, denoted by \( \nu \) and \( V \) respectively:

\[
\nu = [\nu_o; \nu_\alpha; \nu_T; \nu_\omega] \in V \subset \mathbb{Z}^2 \times \mathbb{R} \times \mathbb{R}^2 \times \mathbb{R}^2
\]  

\( (6) \)

The step response of the SSF model described by (1)–(6) is a function of vector \( \nu \) and it can be expressed as underneath:

\[
y(\nu, t) = L^{-1} \left\{ \frac{k}{s (T_m s + 1)^n (T_\alpha s^\alpha + 1)} \right\}
\]  

\( (7) \)

In (7) the fractional factor \( s^\alpha \) is expressed by ORA approximation (2)–(4). The function (7) can be calculated with the use of ORA approximation described by (2)–(4) and MATLAB/SIMULINK.
3. The identification of the proposed SSF model

The measure of the accuracy of the model described above can be a cost function expressed by (8):

\[ I(v) = \int_0^\infty (y(v,t) - y_e(t))^2 dt \]  \hspace{1cm} (8)

In (8) \( y(v, t) \) denotes the step response of the SSF model, described by (7), \( y_e(t) \) denotes an experimental step response of a real plant. To assure a convergence of integral (8) the steady-state of step response of model expressed by (7) must go to the steady-state of step response real plant \( y(t) \). This can be easily met by the properly assigned value of steady-state gain \( k \).

The search for a SSF model (1) well describing a plant described by an experimental step response consists in finding such a vector \( v_{\min} \in V \), for which the cost function (8) will be minimal. It can be expressed as underneath:

\[ I_{\min} (v_{\min}) \leq I(v), \quad v_{\min}, v \in V \]  \hspace{1cm} (9)

To find the vector \( v_{\min} \) numerical methods can be applied. An example will be shown in the next section.

4. Example

As an example consider an experimental heat plant, shown in Figure 1. It has the form of a thin copper rod 30 cm long with an electric heater of the length \( \Delta x_u \) localized at one end and resistive temperature sensor long \( \Delta x \) at the other end. The input signal of the system is the standard current signal 0–5 [mA]. It is amplified to the range 0–1.5 [A] and it is the input signal for the heater. The temperature of the rod is measured with the use of a resistance sensor. The signal from the sensor is transformed to the standard current signal 0–5 [mA] with the use of a transducer. The plant can be described with the use of different mathematical models.

![Fig. 1. The experimental heat control plant](image-url)
The step response of the plant is presented in Figure 2.

![Step response](image)

**Fig. 2.** The step response of the experimental plant

The mathematical model of the control plant we deal with is the following heat transfer equation:

\[
\begin{align*}
\frac{\partial T(x,t)}{\partial t} &= a \frac{\partial^2 T(x,t)}{\partial x^2} - R_a T(x,t) + b(x) u(t), & 0 \leq x \leq 1, & t \geq 0 \\
\frac{\partial T(0, t)}{\partial x} &= 0, & \frac{\partial T(1,t)}{\partial x} &= 0, & t \geq 0 \\
T(x, 0) &= 0, & 0 \leq x \leq 1 \\
y(t) &= 0 \int_{0}^{1} T(x,t) c(x) \, dx
\end{align*}
\]

(10)

where \( \theta(x, t) \) denotes the temperature of the rod at the point \( x \in [0, 1] \) and time moment \( t \), \( a \) and \( R_a \) are the suitable heat transfer coefficients. All variables and constants are dimensionless. The coefficient \( R_a \) describes the heat exchange along the side surface of the rod. The coefficient \( y_0 \) is the gain of the slotted line. The heat exchange at the ends of rod is much smaller than along the side surface and it can be described by the homogeneous Neumann’s boundary conditions. To make the model simpler, the length of the rod was assumed equal to one: \( x \in [0, 1] \). The diameter of the rod is much smaller than its length, that is why in equation (10)
only length of rod $x$ is considered. The control and observation in the plant we deal with (see Fig. 1) are distributed. Both the heater characteristic function $b(x)$ and the sensor characteristic function $c(x)$ depend on the length of these elements. The length of the heater is equal to $\Delta x_u = 1/13$ and its characteristic function is as follows:

$$b(x) = \begin{cases} 
1 & \text{for } x \in (0, x_0) \\
0 & \text{for } x \not\in (0, x_0)
\end{cases} \quad (11)$$

where $x_0 = 1/13$. The temperature of the rod is measured in the segment $\Delta x = x_2 - x_1 = 1/13$ (distributed observation). The temperature sensor is described by the following characteristic function:

$$c(x) = \begin{cases} 
1 & \text{for } x \in (x_1, x_2) \\
0 & \text{for } x \not\in (x_1, x_2)
\end{cases} \quad (12)$$

where $x_1 = 25/52, x_2 = 27/52$.

The numerical values of heat exchange coefficients $a$ and $R_a$ were calculated with the use of the least squares method, the experimental step response shown in Figure 2 and the cost function (8). They are equal to $a = 0.000945, R_a = 0.0271$.

The value of the steady-state gain $y_0$ was calculated via comparison of $y(kh)$ with $\tilde{y}(kh)$ after a suitably long time $t_5 = Sh$. The value of this gain is equal to 25.7922. Let $L(U, X)$ denote the space of linear continuous operators $S: U \to X$ with the following natural norm: $\|S\| = \sup\{\|Sv\|_X : \|v\|_U \leq 1\}$. Let $X = L^2(0, 1; R)$ be a Hilbert space with scalar product $(p, d) = \int_0^1 p(x)d(x)dx$. The boundary problem (10) can be interpreted (Sakawa [16], Pazy [13, p. 106], Kato [5, p. 488]) as the following differential equation in the Hilbert space $L^2(0, 1; R)$:

$$\begin{align*}
\dot{\theta}(t) &= A\theta(t) + Bu(t), \quad \theta(0) = 0, \quad 0 \leq t \\
y(t) &= CT(t)
\end{align*} \quad (13)$$

where $\theta(t) \in X = L^2(0, 1; R), u(t) \in R = U, y(t) \in Y = Y, \quad B \in L(U, X), (Bu(t))(x) = b(x)u(t), C \in L(X, Y), CT(t) = y_0(T(t) \mid c), A$ is a linear operator with the domain $D(A)$:

$$Aw = aw'' - R_a w, \quad w''(x) = d^2w(x) / dx^2, \quad (14)$$

$$D(A) = \{w \in X : w'' \in X, w'(0) = 0, w'(1) = 0\}$$
The operator defined by (14) is self-adjoint and has a compact resolvent. This implies that $A$ is a discrete operator. Spectrum of discrete operator consists only of isolated eigenvalues and all eigenvalues have finite multiplicities. The operator given by (14) has a discrete spectrum with the simple eigenvalues:

$$\lambda_i = -i^2 a \pi^2 - R_a, \quad i = 0, 1, 2, 3, \ldots$$

(15)

Eigenvectors associated with the eigenvalues (15) are defined as follows:

$$w_i(x) = \begin{cases} 1, & i = 0 \\ \sqrt{2} \cos(i \pi x), & i = 1, 2, \ldots \end{cases}$$

(16)

The eigenvectors (16) build an orthonormal basis of the space $X = L^2(0,1; \mathbb{R})$. If the basis of $X = L^2(0,1; \mathbb{R})$ is built by the set of eigenvectors (16), then the operators $A, B$ and $C$ in (4) can be expressed as the following infinite-dimensional matrices (see Triggiani (1975) [17]):

$$A = \text{diag}\{\lambda_0, \lambda_1, \lambda_2, \ldots\}, \quad B = [b_0 \ b_1 \ b_2 \ldots]^T, \quad C = [c_0 \ c_1 \ c_2 \ldots]^T$$

(17)

where $b_i = \frac{1}{0} \int b(x)w_i(x)dx = (b \ | \ w_i)$, $c_i = \frac{1}{0} \int c(x)w_i(x)dx = (c \ | \ w_i), i = 0, 1, 2, \ldots$

The operator (5) is the generator of an analytical, exponentially stable $C_0$-semigroup $e^{At}, t \geq 0$ in the space $X = L^2(0,1; \mathbb{R})$, where:

$$e^{At}w = \sum_{i=0}^{\infty} e^{\lambda_i t} (w | w_i)w_i$$

(18)

The analysis of (15) and (18) justifies the use of finite-dimensional approximation of (13). Instead of $i = 0, 1, 2, 3, \ldots$ we will use: $i = 0, 1, 2, 3, \ldots, N$. A suitable value of $N$ for finite-dimensional approximation is $N = 25$ (see Oprzędkiewicz (1995) [10]). The respective finite-dimensional matrix representations of the operators $A, B$ and $C$ for the presented model (13) are shown in Table 1.

Alternative models of this plant have the form of transfer functions with delay or without delay (see for example Oprzędkiewicz (2001) [12]). The Kupfmuller’s model is expressed as underneath:

$$G_k(s) = \frac{ke^{-ts}}{(T_1s+1)(T_2s+1)}$$

(19)
Parameters of model (19) were calculated with the use of the least square method and they are given also in Table 1. To modeling the delay in MATLAB the Padé approximation was applied.

Furthermore, the Strejc’s model without delay is described as follows:

$$G_k(s) = \frac{k}{(T_n s + 1)^n} \quad (20)$$

Parameters of the model (20) were calculated with the use of the least square method and they are given also in Table 1.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>State-space model described by (13)–(17)</td>
<td>$A = \text{diag} { -0.0271, -0.0364, -0.0644, -0.1110, -0.1763, -0.2603, -0.3629, -0.4841, -0.6240, -0.7826, -0.9598, -1.1556, -1.3702, -1.6033, -1.8551, -2.1256, -2.4148, -2.7225, -3.0490, -3.3941, -3.7578, -4.1402, -4.5413, -4.9610, -5.3993 }$, $B = [0.0769 ; 0.1077 ; 0.1046 ; 0.0995 ; 0.0926 ; 0.0842 ; 0.0745 ; 0.0638 ; 0.0526 ; 0.0412 ; 0.0299 ; 0.0190 ; 0.0090 ; 0.0000 ; -0.0077 ; -0.0139 ; -0.0187 ; -0.0218 ; -0.0234 ; -0.0235 ; -0.0223 ; -0.0200 ; -0.0168 ; -0.0130 ; -0.0087 }^T$, $C = [0.9920 ; 0.0000 ; -1.3995 ; 0.0000 ; 1.3893 ; 0.0000 ; -1.3724 ; 0.0000 ; 1.3489 ; 0.0000 ; -1.3191 ; 0.0000 ; 1.2832 ; 0.0000 ; -1.2415 ; 0.0000 ; 1.1944 ; 0.0000 ; -1.1423 ; 0.0000 ; 1.0856 ; 0.0000 ; -1.0248 ; 0.0000 ; 0.9605 }$,</td>
</tr>
<tr>
<td>Kupfmuller’s model described by (19)</td>
<td>$T_1 = 38.1392$ $T_2 = 14.8068$ $\tau = 15.0153$ Order of Padé approximation: 10</td>
</tr>
<tr>
<td>Strejc’s model described by (20)</td>
<td>$T_n = 16.3623$ $n = 3$</td>
</tr>
</tbody>
</table>

For the above plant a number of simulations was run. The minimum of cost function (8) was found with the use of MATLAB function fminsearch, the starting parameters for optimization were equal: $\alpha = 0.5$, $T_m = 22$ [s], $T_\alpha = 15$ [s] $\omega_p = 0.001$, $\omega_n = 0.5$. Results of are shown in Table 1. The best model is described by row in table and shown in Figure 3.

To compare the considered SSF model with the previously built, most accurate models of the system we deal with in Table 3 values of cost functions for all previous models are remembered.
Table 2
Results of simulations and parameters of SSF model

<table>
<thead>
<tr>
<th>Order of Strejc model M</th>
<th>Order of ORA approximation N</th>
<th>Fractional order $\alpha$</th>
<th>Time constant $T_M$ [s]</th>
<th>Time constant $T_\alpha$ [s]</th>
<th>Low frequency $\omega_L$</th>
<th>High frequency $\omega_H$</th>
<th>Cost function (8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>2</td>
<td>0.0727</td>
<td>21.5102</td>
<td>9.2338</td>
<td>0.0000</td>
<td>1.1456</td>
<td>0.0417</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>0.5060</td>
<td>19.2617</td>
<td>0.8708</td>
<td>0.0031</td>
<td>1.0225</td>
<td>0.0341</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>0.9264</td>
<td>12.6725</td>
<td>209.2318</td>
<td>0.0000</td>
<td>15.1260</td>
<td>0.0079</td>
</tr>
<tr>
<td>3</td>
<td>10</td>
<td>0.8722</td>
<td>13.0862</td>
<td>65.2818</td>
<td>0.0038</td>
<td>1.04.4430</td>
<td>0.0106</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>3.6548</td>
<td>32.4798</td>
<td>12.4378</td>
<td>0.0011</td>
<td>0.0082</td>
<td>0.0152</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1.3459</td>
<td>31.3981</td>
<td>53.0259</td>
<td>0.0000</td>
<td>0.4961</td>
<td>0.0174</td>
</tr>
<tr>
<td>2</td>
<td>5</td>
<td>0.9759</td>
<td>21.4935</td>
<td>87.5136</td>
<td>0.0003</td>
<td>4.4562</td>
<td>0.0535</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
<td>-1.0312</td>
<td>47.5752</td>
<td>69.4634</td>
<td>0.0146</td>
<td>0.0250</td>
<td>0.2608</td>
</tr>
</tbody>
</table>

Table 3
Comparison of the SSF model to other models of considered experimental plant

<table>
<thead>
<tr>
<th>Model</th>
<th>The summarized order of model</th>
<th>Value of cost function (8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>State-space</td>
<td>25</td>
<td>0.0156</td>
</tr>
<tr>
<td>2’nd order Kupfmuller model</td>
<td>12</td>
<td>0.0039</td>
</tr>
<tr>
<td>Strejc model without delay</td>
<td>3</td>
<td>0.1514</td>
</tr>
<tr>
<td>SSF model</td>
<td>8</td>
<td>0.0079</td>
</tr>
</tbody>
</table>

The step responses of plant and the SSF model are shown in Figure 3.

![Fig. 3. The step responses of plant and the SSF model](image-url)
5. Conclusions

Final conclusions form paper can be formulated as follows:

− The proposed SSF model allows us to precisely model an infinite-dimensional plant and order of this model is lower, than order of other models with comparable accuracy.
− The model can be easily implemented in MATLAB/SIMULINK platform and their parameters can be calculated with the use of standard optimization tools.
− The further investigations of the considered model cover a broad area of problems, for example analytical estimations of model parameters.
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