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Abstract:	 Dengue fever (DF) is an infectious disease that is still a problem in Indonesia. 
The total death rate due to DF was 705 people in 2021; in 2022, this increased 
to 1183 (Indonesian Ministry of Health, 2023). Seeing this fact, prevention efforts 
are still needed when handling DF cases in all of the regions of Indonesia. This 
research was conducted in the Kendari area of Southeast Sulawesi, where there 
are still cases of DF. The purpose of this study was to create a spatial model of 
dengue susceptibility using a support vector machine. Landsat 8 imagery was 
used to intercept data on building density, vegetation density, land use, and 
land surface temperatures. Rainfall and humidity variables were obtained from 
the Meteorological, Climatological, and Geophysical Agency  (BMKG). Based 
on the modeling results, the districts of Wua-wua, Kadia, Barunga, Poasi, and 
Puuwatu are areas with high susceptibility. The results of testing the suscepti-
bility model to dengue hemorrhagic fever (DHF) in Kendari obtained an area 
under the curve (AUC) of 0.75, meaning that this model was well-accepted.
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1.	 Introduction

The epidemiological theory states that the occurrence of a disease is influenced 
by three factors; namely, the agent, the host(s), and the environment [1]. The agent 
of dengue fever (DF) is the dengue virus, while the hosts include Aedes aegypti and 
Aedes albopictus mosquitoes as well as humans. The environment that influences the 
emergence of DF is an environment that is suitable as a mosquito habitat. This en-
vironment serves both as a breeding place and a resting place [2]. As a country with 
a tropical climate, Indonesia is a suitable habitat for various mosquitoes, including 
Aedes sp. mosquitoes; as such, DF is still an active threat in several regions in In-
donesia. The Indonesian Ministry of Health recorded the number of DF cases in 
Indonesia as 138,127 back in 2019, which then dropped to 108,303 in 2020 and de-
creased further to 73,518 in 2021. However, this number rose significantly in 2022 – 
to the point of 131,265 cases.

Dengue fever cases in Indonesia have been reported to have occurred in 451 re-
gencies/cities spread across 34 provinces  [3]. The cases that were recorded in the 
data from the Ministry of Health included DF cases in Kendari. According to data 
from the Kendari City Health Office, Kendari is the region with the highest number 
of DF cases as compared to the other districts/cities throughout Southeast Sulawesi. 
A graph of the DF cases in Kendari (Fig. 1) shows an increase from 93 cases in 2017 
to 111 cases in 2018, with a significant rise in 2019 (450 cases). By 2020, the number of 
cases gradually decreased to 307, then to 211 cases in 2021; these rose again slightly 
in 2022 (230 cases).

93 111

450

307

211 230

2017 2018 2019 2020 2021 2022

Fig. 1. Dengue fever cases in Kendari, Southeast Sulawesi (2017–2022)
Source: Kendari Municipality in Figures, https://kendarikota.bps.go.id
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Various efforts had been made by the government in collaboration with the com-
munity through various activities, such as (1) mosquito net installations on beds and 
windows, (2) 3M (drain, close, and recycle) program implementation, (3) increased 
consumption of vitamin C; and (4) doses of DF vaccine with doctors’ consultations [4]. 
The World Mosquito Program (WMP) gave an additional effort by spreading out 
Wolbachia mosquitoes, which were tested in some parts of Yogyakarta. Based on the 
results of the study, it was found that, in areas where the Wolbachia mosquitoes were 
spread, the DF rate decreased by 77.1%, and the hospitalization rate due to DF de-
creased by 86.1%. It turns out that this intervention possesses a better effectivity than 
the dengue vaccine [3]. The results of this research were quite good in eliminating DF 
cases; however, not all of the regions in Indonesia have the opportunity to have Wol-
bachia mosquitoes spread. Therefore, prevention efforts must continue to be pursued 
in any form, including the mapping of those areas that are susceptible to DF.

Law No. 24 of 2007 defined susceptibility as geographical, geological, biologi-
cal, hydrological, socio-cultural, political, economic, and technological conditions in 
an area for a certain period of time that decreases the ability to prevent, reduce, and 
achieve readiness and respond to the adverse effects of certain hazards [5]. A com-
prehension of the vulnerable areas is the first step in reducing DF cases as well as 
being an input in reducing the risks that arise when DF cases spread. A model is 
a simplification of the real world, while one of the models that is often used by ge-
ographers is a spatial model. The spatial model is manifested as a map (among other 
things). Through maps, geographers attempt to understand the features that are on 
the surface of the Earth as spatial phenomena. In this case, spatial phenomena can be 
seen such as distribution (what, where, and how wide) as well as the relationships 
among objects in space (influence, adjacency, and accessibility) [6]. The use of spatial 
models in an effort to understand the influence of the environment on a disease is 
necessary in the effort to control DF cases. Producing a susceptibility model requires 
data input in the form of variables that influence the incidence of DF; namely, en-
vironmental and climatic conditions. A large area and difficult terrain will render 
this variable difficult to attain. Therefore, another approach is needed besides field 
surveys, and this approach is to use remote-sensing data. Various types of remote-
sensing data are available, both as free and paid access; this is a perfect opportunity 
to utilize remote-sensing data in various fields, including the field of health studies.

The development of remote-sensing-data processing has also experienced rapid 
progress – ranging from the simplest to the most automated methods. Visual, digi-
tal, and machine-learning interpretation methods are alternatives that can be used 
and adapted to the necessary means. The spatial modeling of susceptibility, which is 
carried out using a weighted tiered method, has become the most widely used meth-
od; however, this does not rule out the possibility of trying other approaches such 
as a machine-learning approach to model susceptibility. In this research, the spatial 
modeling of DF susceptibility will be carried out using one of the machine-learning 
algorithms – the support vector machine  (SVM). The classification performance 
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using SVM for dengue cases in Malaysia was superior to the other techniques, as it 
obtained the highest prediction accuracy (85%) [7]. Hamdani et al. [8] classified den-
gue using five classification methods, including C.45, decision tree (DT), k-nearest 
neighbor (KNN), random forest (RF), and support vector machine (SVM). The most 
optimal evaluation results were obtained when using SVM (with an accuracy value 
of 99.1%). Mountrakis et al. [9] stated that SVM was suitable for object classification 
using remote-sensing data; this was due to SVM’s ability to generalize well – even 
with limited training data. This research was not the first to model DF susceptibility 
using SVM, but it was hoped that it could further strengthen the results of previous 
research by attempting it in other areas under different environmental conditions.

2.	 Materials and Methods

2.1.	 Study Area
This research covers the area of Kendari, Southeast Sulawesi (Fig. 2). The rea-

son to go for this location is that, among other cities/districts in Southeast Sulawesi, 
Kendari experiences the highest number of DF cases. In addition, research on the 
spatial model of DF susceptibility is mostly carried out in the western part of Indo-
nesia, so it was deemed necessary to conduct research in the eastern part as well.

Fig. 2. Map of Kendari based on base map of Rupa Bumi Indonesia
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2.2.	 Data
The following research materials and tools were used:
	– Landsat 8 imagery that was taken on January 24, 2022 with 25.88%  cloud 

cover in the TIF format, Bands 2 through 7, obtained from the United States 
Geological Survey’s  (USGS) official website https://earthexplorer.usgs.gov/. 
Geometric and radiometric corrections were done using the semi-automatic 
classification plugin (SCP) in QGIS for further processing.

	– High-resolution imagery (Google Satellite is applicable) from 2023.
	– Base map of Rupa Bumi Indonesia, with a scale of 1:25,000 that was obtained 

from the Geospatial Information Agency (BIG) as a source for extracting ad-
ministrative boundaries in the form of a shapefile.

	– Annual rainfall and humidity data obtained from the Meteorology, Climatol-
ogy, and Geophysical Agency (BMKG) for 2020 from four stations (located in 
Kendari, Betoambari Bau-Bau, South Konawe, and Sangia Ni Bandera Kolaka).

	– A computer with RStudio, ENVI, and QGIS software.

2.3.	 Method
Multispectral Classification
Land-cover and land-use data was obtained from a supervised multispectral 

classification using the maximum likelihood algorithm [10, 11]. This algorithm was 
chosen due to it being considered statistically the most stable as compared to some 
others (such as parallelepiped or minimum distance to mean) [12]. Another advan-
tage of this method is its simplicity as a parametric algorithm; in such a case where 
the probability distributions are valid, this algorithm would yield a better result than 
newer algorithms [13]. The classification scheme used SNI 7645-1:2014 [14], which 
was modified according to the needs of the study theme and can be seen in Table 1.

Table 1. Land-cover and land-use classification scheme

No. Classification
1 Upland forest
2 Lowland forest
3 Mangrove forest
4 Garden and mix crop
5 Dryland farming
6 Paddy field
7 Grassland
8 Woodland
9 Shrub
10 Cultivated open land
11 Settlement
12 Water bodies
13 Natural open land

Source: SNI 7645-1:2014 [14] (with modifications)

https://earthexplorer.usgs.gov/
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This classification scheme requires several composites to work with in order to 
gain the best result. The Natural Color composite (Band 4-3-2) was utilized to deter-
mine range-of-interest (ROI) samples for classes that are easier to recognize such as 
settlements, water bodies, and natural open lands. On the other hand, those classes 
that mostly consist of vegetation need a more specific composite to assist in deter-
mining each class’s ROI samples. Settlements and natural open lands as well as some 
other classes that require vegetation-density identification sample determinations 
can also be assisted by the Short-Wave Infrared composite (Band 7-6-4) to be more 
accurate. For cropland classes such as paddy fields, cultivated open lands, dryland 
farms, and gardens and mix crops, the Agriculture composite (Band 6-5-2) can help 
a lot. Based on the confusion matrix, the resulting overall accuracy was 77.3358% 
(with a Kappa coefficient of 0.7552). The mangrove forest class had the best accura-
cy, while gardens and mixed crops had the worst. The results of the multispectral 
classification were then further tested for accuracy using high-resolution images. 
Based on this method, an accuracy value of 90% was obtained.

Index Transformation
Index transformation was performed to obtain information on vegetation den-

sity and built-up land density, which were represented in the normalized difference 
vegetation index (NDVI) and the built-up land feature-extraction index (BLFEI). The 
calculation of the vegetation-density index referred to the equation that was used by 
Ganie and Nusrath [15] (as follows):

	 NIR RED)NDVI  
NIR RED)

(
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−
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+
	 (1)

where:
	NDVI	–	vegetation density index,
	 NIR	–	near-infrared band (Band 5 of Landsat 8, with 0.851–0.879 µm wave-

length),
	 RED	–	red band (Band 4 of Landsat 8, with 0.636–0.673 µm wavelength).

To obtain the vegetation-density data, the NDVI values needed to be correlated 
with the density values from the field surveys. The regression equation that was 
obtained regarding the NDVI value and the density in the field will be used to con-
vert the NDVI value into a vegetation-density value throughout the image coverage.

The index that was used to show the appearance of the built-up land and open 
land and water levels in this study referred to the formula that was proposed by 
Bouhennache et al. [16], which was as follows:
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where:
	BLFEI	–	built-up land object-extraction index,
	 OLI3	–	Band 3 of Landsat 8 OLI (0.533–0.590 µm green band),
	 OLI4	–	Band 4 of Landsat 8 OLI (0.636–0.673 µm red band),
	 OLI6	–	Band 6 of Landsat 8 OLI (1.566–1.651 µm SWIR 1 band),
	 OLI7	–	Band 7 of Landsat 8 OLI (2.107–2.294 µm SWIR 2 band).

A threshold value was needed to separate the pixels that were considered to 
be built-up areas from those areas that were considered to be non-built-up areas 
(vegetation, water, and open land). The calculation of this threshold value referred 
to Equation (3):

	 2
  ( )ArgMax σh tT α ≤ ≥ β= 	 (3)

Meanwhile, the variance  (σ) was calculated using the following general vari-
ance calculation equation:

	 2 2)σ )( (b b n nP M M P M M= ⋅ − + ⋅ − 	 (4)

with M as the average value of all of the images calculated through Equation (5):

	 b b n nM P M P M= ⋅ + ⋅  and 1b nP P+ = 	 (5)

where:
	 Th	–	Otsu’s optimal threshold value,
	 σ	–	variance,
	 t	–	 threshold value,
	 M	–	average value of all images,
	 Pb and Pn	–	pixel probability of being classified as built-up or non-built-up,
	Mb and Mn	–	average value of built-up and non-built-up classes.

The calculation of land surface temperature (LST) referred to the equation that 
was issued in the Landsat 8 handbook by USGS [17]:

	 2
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where:
	Trad	–	 top of atmosphere brightness temperature or radiance temperature [K],
	 Lλ	–	TOA spectral radiance or corrected spectral radiance value [W/(m2∙sr∙µm)],
	 K1	–	spectral radiance calibration constant of Band 10 obtained from meta 

data (K1_CONSTANT_BAND_x, where x is number of band);
	 K2	–	absolute temperature calibration constant of Band 10 [K] obtained from 

meta data (K2_CONSTANT_BAND_x, where x is number of band).
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Based on the description of Equation (6), it was known that calculating the Trad 
information on the corrected radiance value was needed; this was then calculated 
based on the equation that was proposed by Coll et al. [18]:

	 atm
sensor ,  atm

1
τ ε

L L
L L

↑
↓λ λ

λ
λ λ

− − ε
= − 	 (7)

where:
	Lsensor,λ	–	at surface radiance value or corrected spectral radiance [W/(m2∙sr∙µm)],
	 Lλ	–	spectral radiance of Band 10,
	 ελ	–	object emissivity value,
	 atmL↓ 	–	atmospheric downwelling radiance value [W/(m2∙sr∙µm)],
	 atmL↑ 	–	atmospheric upwelling radiance value [W/(m2∙sr∙µm)],
	 τλ	–	atmospheric transmittance value.

The downwelling, upwelling, atmospheric-radiance, and atmospheric-trans-
mittance values can be obtained through http://atmcorr.gsfc.nasa.gov/, which is 
a website that was developed by NASA that is specifically intended for calculating 
atmospheric correction parameters. Meanwhile, spectral radian value was calculat-
ed using the following equation in the Landsat 8 handbook:

	 calL LL M Q Aλ = + 	 (8)

where:
	 Lλ	–	spectral radiance at sensor [W/(m2∙sr∙µm)],
	 ML	–	rescaling constant (RADIANCE_MULT_BAND_X, where x is Band 10),
	Qcal	–	pixel value (DN),
	 AL	–	additional constant (RADIANCE_ADD_BAND_X, where x is Band 10).

Based on Equation (8), it is then known that, in order to obtain the corrected 
spectral radiance value Lsensor,λ, the emissivity value of object ελ is required; this was 
then calculated using the equation that was proposed by Valor and Caselles [19]:

	 ( ) ( )1 0.06 1v v s v v vP P P Pε = ε + ε − + − 	 (9)

where:
	 ε	–	object emissivity,
	εv	–	vegetation emissivity,
	Pv	–	vegetation fraction,
	 εs	–	soil emissivity.

http://atmcorr.gsfc.nasa.gov/
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Calculating the emissivity value of the object in Equation (9) requires the value 
of the vegetation fraction where vegetation fraction Pv can be derived through NDVI:

	
2

NDVI NDVI
NDVI NDVI

s
v

v s

P
 −

=  − 
	 (10)

where:
	 Pv	–	vegetation fraction,
	 NDVI	–	normalized difference vegetation index,
	NDVIs	–	normalized difference vegetation index value for open land,
	NDVIv	–	normalized difference vegetation index value for 100% vegetation 

fraction.

Climate Data Processing

The mapping of the rainfall and humidity was done using the inverse distance 
weighting (IDW) interpolation method. The IDW method was chosen based on two 
main reasons: the topographical conditions of the study area, and the number of 
rainfall and humidity observation stations. The IDW formula that was used referred 
to Kurniadi et al. [20] as follows:
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where:
	Z0	–	approximate value at point 0,
	Zi	–	z value at control point i,
	 di	–	distance between point i and point 0,
	 k	–	 influence of the neighboring points,
	 s	–	number of S points used.

Susceptibility Spatial Model with SVM
The classification of the area susceptibility against DF was carried out using 

the SVM algorithm. In order to classify the high-complexity data, a kernel function 
was used to move the data into a higher dimensional space. The training data was 
denoted as 

1
 )( Ni i i

TD x y
=

, where n
ix R∈  is the input vector, N is the number of sam-

ples of the training data, n is the dimension of the training data, and ( 1, 1)iy ∈ − +  
denotes the class-label classification. The vector input consisted of six variables, 
including the land-use land cover, vegetation density index (NDVI), built-up land 
index (BLFEI), surface temperature (LST), rainfall, and air humidity. The suscepti-
bility classification consisted of susceptible and non-susceptible area classes. The 
goal of the SVM model was to find the best decision function (which we call a hyper-
plane – Equation (12)) that can separate the sample data into two classes. If the input 
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vector ( n
ix R∈ ) was lower or higher than the hyperplane, then it would be classified 

as −1 (non-susceptible class) and +1 (DF-susceptible class), respectively.

	 (( ) s ( )ign )i i i jf x y K x x b= ∑ α + 	 (12)

where:
	 b	–	 the offset value,
	 αi	 –	Lagrange multiplier,
	 K	–	kernel function.

It was known that the capability of the SVM model depended on the kernel 
functions that were used; therefore, the radial basis function (RBF) was chosen as the 
kernel function in this study, as it has advantages over the other functions in terms of 
its predictive ability in various fields of work [21]. Due to the RBF-SVM kernel func-
tion that was used, the ability of this algorithm was influenced by two main parame-
ters: regularization (C), and kernel width (γ). These needed to be chosen appropriate-
ly [22]. The selection was done through the commonly used trial-and-error method.

Fig. 3. Research flowchart
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Dengue Fever Susceptibility Spatial Model Testing
An accuracy test of the regional susceptibility model against DF was carried out 

using receiver operating characteristic (ROC) curve analysis. The calculation of the 
ROC curve was based on a graph of sensitivity and specificity with a certain thresh-
old, which could be done by involving a confusion matrix table that showed the 
number of pixels that were mistakenly classified as areas with dengue fever or areas 
without dengue fever. The area under the ROC curve (AUC) was used to compare 
the overall capabilities based on the statistics from the resulting model. Consequent-
ly, the AUC-ROC curve described the ability of the model algorithm in predicting 
areas that were susceptible or non-susceptible to dengue fever based on some sum-
mary of the statistical values. The qualitative relationship between AUC and accura-
cy was described by Motevalli et al. [21] in the following value ranges: 0.9–1.0 (per-
fect), 0.8–0.9 (very good), 0.7–0.8 (good), 0.6–0.7 (moderate), and 0.5–0.6 (poor). The 
full course of the research is presented in the following research flowchart (Fig. 3).

3.	 Results and Discussion

3.1.	 Dengue Susceptibility Variable Mapping
The policies for preventing dengue fever require accurate and real-time in-

formation – remote-sensing data is one of the alternative solutions for providing 
environmental data as a habitat for dengue fever-carrying vectors. The utilization 
of remote-sensing data for monitoring the presence of Aedes aegypti mosquitoes in 
Northern Argentina was conducted by Scavuzzo et al.  [23]. Remote-sensing data 
was used to obtain several environmental variables through the transformations 
of NDVI, NDWI, LST  night-time, LST  daytime, and TRMM-GPM rain from 2012 
through 2016 as predictive variables. In their systematic review, Louis et al. [24] se-
lected 26 journals that mostly used remote sensing to provide land-use, vegetation 
density, building density, and wetlands data.

Figure 4 presents the variables that were used to model dengue fever suscep-
tibility. Figure 4a is a land-use map in Kendari; there are ten land-use categories, 
where residential land dominates the land-use in Kendari. Settlements are the pre-
ferred habitats for Aedes aegypti mosquitoes, with dense settlements in the Wua-wua, 
Kadia, Barunga, Poasia, Puuwatu, and Kendari Barat sub-districts.

Figure 4b is the result of NDVI transformation; from the figure in the areas with 
very low vegetation densities (with a minimum index value of −0.24), there were 
built-up land areas, while the highest NDVI value (0.85) was in the highland forest 
and lowland forest areas. NDVI represents vegetation density; the relationship be-
tween vegetation density and dengue habitats is that areas with dense vegetation are 
not habitats for Aedes aegypti mosquitoes. As previously mentioned, a form of Aedes 
mosquito container is a natural container that is closely related to the presence of 
vegetation. Several researchers (such as Widayani et al. [25]) tried to conduct spatial 
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modeling that involved vegetation density (NDVI) and building density (VGNIR-BI) 
variables in order to assess the effect of changes in these two variables on dengue fe-
ver incidences. The research that was conducted by Widayani et al. [25] showed that 
there were consecutive correlations of 68–74% to the incidences of dengue fever. In 
parallel, Palaniyandi [26] showed that vegetation density/NDVI values could repre-
sent clues for delineating areas that were susceptible to the spread of dengue fever.

The NDVI values of <0.4 that were obtained in the study of Palaniyandi  [26] 
were influenced by the presence of actively photosynthesizing vegetation such as 
rubber plantations and pineapple plants (which influenced the increasing number 
of Aedes mosquitoes), while the coconut shells that were used to collect sap in rubber 
plantations were good artificial containers for the growth of Aedes mosquitoes. In 
addition, the water that collected on pineapple leaf plates was also a good natural 
container for Aedes aegypti and Aedes albopictus mosquitoes for laying their eggs in 
the breeding process.

Fig. 4. Distribution of each variables used to model dengue fever susceptibility:  
a) land use; b) normalized difference vegetation index;  

c) built-up land feature-extraction index; d) land surface temperature;  
e) annual rainfall; f) annual humidity

a)	 b)	 c)

d)	 e)	 f)
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The results of the Landsat image processing for building density are shown in 
Figure 4c using BLFEI transformation. The image shows that the area around Teluk 
Kendari is dominated by dense buildings to the west and southwest. The built-up 
land in Kendari is dominated by settlements, commerce, and public facility build-
ings. The BLFEI index value ranges from −1.33 to 0.33. Areas with high density have 
an index value of 0.00–0.33.

Climate variables in the form of land surface temperature were obtained from 
the processing of Channel 10 or the TIR channel of Landsat 8. Land surface tempera-
tures influence air temperatures. Figure 4d presents the results of the land surface-
temperature processing. In those areas with land use in the form of built-up land 
and little vegetation, the land surface temperature was higher than the areas with 
forest land-use or agricultural areas. The use of climate variables to look at dengue 
susceptibility was also conducted by Tjaden et al. [27], Yin et al. [28], Davis et al. [29], 
and Dickin and Wallace  [30]. Climate variables that have relationships with the 
breeding of Aedes aegypti mosquitoes are temperature, humidity, and rainfall. The 
Aedes aegypti larval and pupal stages take an average of 31–32 days at a temperature 
of 15°C, 13.9–16.6 days at 20°C, 10.2–11.8 days at 25°C, and 7.4–8.2 days at 30°C; 
Aedes aegypti mosquitoes do not develop at temperatures of 8.2–10.6°C. Aedes al-
bopictus takes 12.6–15.1  days at  20°C, 10.0–11.7  days at  25°C, and 7.6–8.4  days 
at 30°C; the larvae and pupae of Aedes albopictus do not develop at all at tempera-
tures of 4.2–8.2°C.

At 25°C and 80% humidity, female mosquitoes live twice as long and produce 
40% more eggs as compared to the conditions of 35°C and 80% relative humidity. 
However, 45% of female mosquitoes experience oviposition inhibition at 35°C and 
60% relative humidity, and only 15% of female mosquitoes are able to lay more 
than a hundred eggs. It was further observed by Costa et al. [31] that 60% humidity 
accompanied by increased temperatures would lead to a decrease in egg fertility (al-
though this effect was not observed under conditions where the relative humidity 
was 80% with surface temperatures between 25–30°C.

Despite the temperature and relative humidity, another climatic factor that may 
contribute to the rapid growth of Aedes mosquitoes is rainfall. Figure 4f shows the 
results of the data processing of the average annual rainfall from the BMKG Kendari 
data. The IDW interpolation results showed that the average rainfall was high in 
the western area of Kendari. In the central area of Kendari, the average annual rain-
fall is moderate at around 200  mm3/year. Areas with moderate rainfall are more 
suitable for mosquito development; this is because there is a lag time for eggs to 
hatch. However, these climatic factors do not necessarily correlate with the larvae-
free number (LFN). Some research that was performed on Java Island (such as Sle-
man and Surabaya) showed that LFNs have no effect on the incidences of dengue 
fever [32, 33]. Valdez et al. [34] predicted that higher variability in the timing distri-
bution of rainfall would lead to the decreased development of Aedes aegypti during 
the dry season. Furthermore, Iriani [35] looked at the relationship between rainfall 
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patterns and the increase in the incidences of dengue fever. The relationship began 
one month before the peak of the rainfall (r = 0.332; p = 0.001), then the relationship 
increased during the peak of the rainfall (r = 0.353; p = 0.000) and then decreased one 
month after the peak of the rainfall (r = 0.262; p = 0.008); in other words, the strongest 
correlation between dengue fever and the rainfall factors occur during the peak of 
the rainfall.

In addition, humidity also affects mosquito development. According to Mukho
padhyay et al. [36], Aedes aegypti mosquitoes can survive at 60–89% humidity. Based 
on the data from BMKG Kendari, the average annual air humidity is as low as 79% 
and as high as  89%. The distribution of the humidity in Kendari can be seen in 
Figure 4f.

3.2.	 Modeling Dengue Fever Susceptibility  
using Support Vector Machine

The variables that were previously mentioned were then used to create a spatial 
modeling of the dengue fever susceptibility. Spatial modeling using a support vec-
tor machine has been proven to be an effective method for describing areas that are 
susceptible or not susceptible to dengue fever. The reliability of the SVM algorithm 
in the spatial modeling of dengue was proven in a study by Scavuzzo et al.  [23], 
who used machine-learning techniques with fully accessible open-source tools. The 
produced model had the advantage of being non-parametric and able to describe the 
nonlinear among between variables. According to Mountrakis et al. [9], SVM can be 
applied very well in the field of remote sensing because of its ability to generalize 
well – even with limited training samples.

The previously mentioned parameters were input to RStudio and combined us-
ing a raster stack. The data of the dengue fever presence was also included, while its 
absence was generated using random points. The values from each of these points 
was then extracted as a basis for considering dengue fever’s presence. Since an SVM 
sees data as binary, the value of dengue fever’s absence would be considered to 
be −1, while its presence would be 1. This information was added to the object’s 
table as a new column (both dengue fever’s presence as well as its absence). The bi-
nary value of each parameter for each pixel would then determine its own suscep-
tibility class; the more parameters that are read as 1, the higher their probabilities 
of be regarded as susceptible pixels. This algorithm was trained using 70% train-
ing data and 30%  test data in order to gain more-accurate results. Based on trial 
and error, a kernel width of 0.01 and a kernel regularization of 2 were considered 
to be adequate.

The pixel values of each training and test data point for each variable became 
the basis on which each pixel could be determined as either presence or absence. 
The algorithm would recognize which values for each parameter were most likely to 
raise the probability of dengue fever’s presence and which were not.
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The calculation for this classification determination would be either:

	 0iw x b⋅ + <

for an absence classification (which would yield a hypothesis of −1) or:

	 0iw x b⋅ + ≥

for a presence classification (which would yield a hypothesis of 1).
A hyperplane was created through the result of each point based on the pres-

ence and absence of dengue fever. The variables of each training and the test data 
values determined their locations in each plane. The boundary of this hyperplane 
could be obtained via Equation (12); the calculation was done by inserting a sigma 
value (σ) of 0.01 and a C of 2 in the script, and RStudio would then create an optimal 
hyperplane boundary based on existing data that has been included. The hyper-
plane would make an adjustment when there was new data inserted.

Based on the results of the modeling of dengue fever susceptibility using SVM 
in Kendari, there are three classes of susceptibility; namely, high, medium, and low. 
High vulnerability is shown in orange in Figure 5, while medium vulnerability is 
depicted in yellow color and low vulnerability in gray.

Fig. 5. Susceptibility map of dengue fever in Kendari based on the analysis using SVM
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The Wua-wua, Kadia, Barunga, Poasi, and Puuwatu sub-districts are high-sus-
ceptibility areas, the Kendari Barat and Ambu sub-districts are in the medium-
susceptibility class, and the Abelia, Mandonga, Kendari, and Nambo sub-districts 
are low-susceptibility areas. These results were in line with the average data of the 
DHF cases during the period of 2015–2021 from the Kendari City Health Office (as 
can be seen in Figure 6).

Fig. 6. Average DF cases in Kendari in 2015–2021
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Fig. 7. Susceptibility classification vs. DHF case classification in 2023

Figure 7 is a graph that shows the results of the susceptibility modeling with the 
classification of DHF cases in Kendari in 2023. In the graph, there are two areas that 
were not suitable; namely, the Kendari and Poasia sub-districts. Based on this graph, 
the accuracy of the susceptibility modeling vs. the dengue cases in 2023 was 81.81%. 
This was a good result, as it proved that SVM can be used to produce some sort of 
forewarnings for local people to be more vigilant – especially for those who live 
in highly susceptible areas. The government (be it in Kendari or other cities) can 
also use this method to analyze its own region. The SVM algorithm’s hyperplane 
adaptability is quite commendable as well, opening up the possibilities to add more 
variables in order to obtain the best results.
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3.3.	 Model Test

The area under the curve indicates the accuracy of the prediction model and 
was calculated using a method called area under curve (AUC); an AUC is a square-
shaped area whose value is always between 0 and 1. The result test of the dengue fe-
ver susceptibility model in Kendari obtained an AUC of 0.75 (see Fig. 8). An AUC has 
the following diagnostic value levels: accuracy levels of 0.90–1.00 = excellent classifi-
cation; 0.80–0.90 = good classification, 0.70–0.80 = fair classification, 0.60–0.70 = poor 
classification, and 0.50–0.60 = failure classification. Based on the accuracy classifica-
tions, the model is in the fair classification class.

Fig. 8. Validation model using area under curve

Siddiq [37] concluded that, when modeling the predictions of dengue fever cas-
es from the tested models, the support vector machine (SVM) model had the best 
performance (achieving a 76%  prediction accuracy), while linear regression, ran-
dom forest regression, and decision tree regression achieved prediction accuracies 
of  52,  55, and  57%, respectively. Mizan and Widayani  [38] compared the uses of 
SVM and RF algorithms for DHF susceptibility; the results indicated that the SVM 
algorithm had a better ability than the random forest algorithm (with an AUC val-
ue of  1 and a correlation of  0.95). The AUC test results in the research of Mizan 
and Widayani [38] were better when compared to this study, as Mizan’s research 
used data on DHF cases before the COVID-19 pandemic; the data on DHF cases was 
more accurate before the COVID-19 pandemic. This study used data on DHF cases 
from 2017 to 2023. In 2020 and 2021, DHF symptoms may have been mixed with 
COVID-19 symptoms; this is what caused the AUC value of this study to be lower 
when compared to the research by Mizan and Widayani [38].
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3.4.	 Future Work

The next research plan is to create a spatial modeling of the risk of dengue fever; 
risk modeling considers vulnerability, susceptibility and capacity. The data that is 
used can be developed by adding information from the social environment. The use 
of image data can also be developed by using images with high spatial resolutions. 
The number of cases of dengue fever are still high in Indonesia, so opportunities for 
research into the spatial modeling of dengue fever using various methods are still 
wide open. The most important thing after conducting the research will be imple-
menting the results into real activities. The results of this research can be used to 
support local governmental efforts in controlling dengue fever.

4.	 Conclusions

Dengue fever susceptibility modeling was carried out using physical land vari-
ables and climate. Determining these variables was based on epidemiological theo-
ries about the occurrence of a disease. The Landsat 8 OLI TIRS satellite images were 
able to provide data on land physical variables in the forms of building density, 
vegetation density, and land use through NDVI, BLFEI transformation processing, 
and supervised maximum-likelihood classification. The Landsat imagery was also 
able to provide land surface-temperature variables through the calculation of the 
LST algorithm. Average annual rainfall and humidity were obtained from the Mete-
orological, Climatological, and Geophysical Agency station measurement data. The 
use of machine learning with the SVM algorithm was able to properly separate the 
classes of regional susceptibility to dengue fever in the city of Kendari. The model 
was tested using AUC, which was a square-shaped area whose value was always be-
tween 0 and 1; the test results showed an AUC value of 0.75. The results of the den-
gue fever susceptibility spatial modeling showed that the sub-districts of Wua-wua, 
Kadia, Barunga, Poasi, and Puuwatu were areas with high susceptibility. The West 
Kendari and Ambu sub-districts were placed in the moderate susceptibility class, 
while the Abelia, Mandonga, Kendari, and Nambo sub-districts were areas with low 
susceptibility. These results were in line with the average data on dengue cases for 
the period of 2015–2021 from the Kendari Health Office. The spatial modeling of DF 
susceptibility is expected to assist in future efforts to prevent, handle, and eradicate 
DF cases in Kendari.
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