AN INTERVAL FINITE DIFFERENCE METHOD FOR THE BIOHEAT TRANSFER PROBLEM DESCRIBED BY THE PENNES EQUATION WITH UNCERTAIN PARAMETERS

SUMMARY

In this paper the transient bioheat transfer problem given by the one-dimensional Pennes equation with mixed boundary conditions is considered. The model assumes the heat transfer between the skin and its surroundings in the case of a natural and forced convection. For computations the interval finite difference method of Crank-Nicolson type together with the floating-point interval arithmetic is used. In this way, uncertain geometric and thermophysical parameters can be represented in the form of intervals as well as the resultant temperature distribution over time.
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PRZEDZIAŁOWA METODA RÓŻNIC SKOŃCZONYCH W ZAGADNIENIU PRZEPŁYWU BIOCIEPŁA OPISANYM RÓWNIANEM PENNES A ZALEŻNYM OD NIEPRECYZYJNYCH PARAMETRÓW

W pracy rozważa się nieustalone zagadnienie przepływu biociepła w skórze opisane równaniem Pennesa z miesz- nymi warunkami brzegowymi. W modelu uwzględniono wyniartę ciepła między skórą a otoczeniem zarówno w przypadku konwekcji swobodnej, jak i wymuszonej. Do obliczeń wykorzystano przedziałową metodę różnic skończonych typu Cranka-Nicolsona oraz zmiennopozycyjną arytmetykę przedziałową. W ten sposób nieprecyzyjnie określone wartości parametrów geometrycznych i termofizycznych mogą być reprezentowane w postaci przedzia- łów, podobnie jak wynikowy rozkład temperatury w czasie.

Słowa kluczowe: modelowanie przepływu biociepła, przedziałowa metoda różnic skończonych, równanie Pennesa

1. INTRODUCTION

The concept of interval arithmetic and interval methods was first introduced by Sunaga (Sunaga 1958) and Moore (Moore 1966). It provides a useful tool for results verification. Interval solutions obtained by interval methods include the exact solution of the problem considered. Moreover, computer implementation of the interval methods in the floating-point interval arithmetic (Moore 1966; Jan- kowska 2006, 2010; Marciniak 2009), together with the representation of the initial data in the form of machine intervals, allows us achieve interval solutions that contain all possible numerical errors. An interval and fuzzy set approach to initial-boundary value problems with uncertain parameters is also under development. If we focus on the Polish research contribution we can point out the following selected solutions: Burczyński, Skrzyczyn (Burczyński and Skrzyczyn 1997) Zieniuk, Kuželewski (Kuželewski 2008; Zieniuk 2000), Piasecka-Belkhayat (Piasecka-Belkhayat 2011), Marciniak, Jankowska, Szyszka (Jankowska 2010, 2012, 2013; Jankowska and Marciniak; Jankowska et al. 2012; Marciniak 2012; Szyszka 2012).

A variety of different boundary-value problems of the bioheat transfer in soft tissues, with particular reference to skin, are studied and solved with the boundary element method in e.g. (Majchrzak et al. 2008; Majchrzak and Jasiński 2003; Majchrzak et al. 2005). In the paper the interval finite difference method of Crank-Nicolson type for solving the heat conduction problem given by the heat conduction equation with heat sources linearly depending on the unknown function is used (Jankowska and Sypniewska-Kamińska 2013). It is applied for solving the bioheat transfer problem with the Pennes equation (Bedziński 2011; Pennes 1948; Xu et al. 2008) and mixed boundary conditions. We assume the heat conduction in the skin which consists of three layers, i.e. epidermis, dermis and subcutaneous tissue. The heat transfer between the skin and its surroundings is due to a natural and forced convection. Since computations are performed in the floating-point interval arithmetic, then some parameters such as a thickness of skin and thermophysical properties of skin and blood, can be represented in the form of intervals. Such intervals let us take into consideration the measurement uncertainties that can arise during the physical experiments and also a variety of values that can be taken by parameters as the effect of some environmental factors, i.e. age, state of health, lifestyle etc. The interval solutions obtained include all values that can be taken by parameters occurring in the problem formulation, as well as the error of the conventional method and the errors caused by the floating-point arithmetic used by computers, i.e. rounding errors and representation errors.
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2. INTERVAL FINITE DIFFERENCE METHOD OF CRANK-NICOLSON TYPE

The one-dimensional method of Crank-Nicolson type for solving the one-dimensional heat conduction equation with the boundary conditions of the first kind was proposed by Marciu in (Marciniak 2012). Jankowska extended his work taking into account the same equation with the mixed boundary conditions (Jankowska 2012). The interval method proposed enables to include in the interval solutions obtained the local truncation error of the conventional method which is normally neglected. For the interval method (Jankowska 2012) we can show that the exact solution of the problem belongs to the interval solutions obtained. Note that in practice it is not easy to satisfy all the assumptions made in the theoretical formulation of the method given in (Jankowska 2012). Nevertheless, the appropriate techniques for the approximation of end-points of the error term intervals in each step of the method are described in (Jankowska 2013). Numerical tests performed by the author confirmed their effectiveness and usefulness. Nevertheless, we cannot formally guarantee that the exact solution belongs to the appropriate interval solutions obtained with the error term approximation considered.

The interval finite difference method presented in (Jankowska and Sypniewska-Kamińska 2013) is based on the interval method of Crank-Nicolson type (ICN method) proposed in (Jankowska 2012, 2013). It concerns the heat conduction equation with the heat sources, given by a function that is linear with respect to the unknown temperature (ICN-LHS method) and the initial-boundary conditions of the form

\[ \frac{\partial u}{\partial t}(x,t) - \alpha^2 \frac{\partial^2 u}{\partial x^2}(x,t) = \alpha_1 + \alpha_2 u(x,t), \quad 0 < x < L, \quad t > 0, \]

\[ u(x,0) = f(x), \quad 0 \leq x \leq L, \tag{1} \]

\[ \frac{\partial u}{\partial x}(0,t) - A u(0,t) = \phi_1(t), \]

\[ \frac{\partial u}{\partial x}(L,t) + B u(L,t) = \phi_2(t), \quad t > 0, \tag{3} \]

where \( \alpha, \alpha_1, \alpha_2, A, B \) are constants and their values depend on the physical nature of the problem.

Let us set the maximum time \( t_{\text{max}} \) and choose integers \( n \) and \( m \). We find the mesh constants \( h \) and \( k \) such as \( h = L/n \) and \( k = t_{\text{max}} / m \). Hence, the grid points are \( (x_i, t_j) \), where \( x_i = ih \) for \( i = 0, 1, \ldots, n \) and \( t_j = jk \) for \( j = 0, 1, \ldots, m \).

For the interval method value of all coefficients \( \alpha, \alpha_1, \alpha_2, A, B, L, t_{\text{max}} \) should be given in the form of appropriate intervals. Then, for the functions \( f, \phi_1, \phi_2 \), their interval extensions \( F, \Phi_1, \Phi_2 \) are created. With the interval function \( F \) we have

\[ U_{i,0} = F(X_i), \quad i = 0, 1, \ldots, n \]

where \( U_{i,0} = U(x_i, t_0) = 0 \) and \( u(x_i, t_0) = U_{i,0} \). Moreover, \( X_i, i = 0, 1, \ldots, n \), \( T_j = 0, 1, \ldots, m \) are intervals such that \( x_i \in X_i, t_j \in T_j \) and \( F = F(X), \Phi_1 = \Phi_1(T), \Phi_2 = \Phi_2(T) \).

The ICN-LHS method (Jankowska and Sypniewska-Kamińska 2013) can be given in the following matrix form

\[ \begin{align*}
CU^{(1)} &= D^{(0)}U^{(0)} + E_C^{(1)} + E_L^{(1)}, \quad j = 0 \\
CU^{(j+1)} &= D^{(1)}U^{(j)} + E_C^{(j+1)} + E_L^{(j+1)}, \quad j = 1, 2, \ldots, m-1
\end{align*} \]

where \( D^{(0)}, D^{(1)} \) are matrices of coefficients and \( E_C^{(j)}, E_L^{(j)} \) are vectors of coefficients. Furthermore, \( E_L^{(j)} \) are vectors such that a local truncation error of the conventional finite-difference method at each mesh point is enclosed in. If we cannot satisfy all the assumptions required for such a local truncation error inclusion, then we use the appropriate method of approximation of the error term intervals (as described in (Jankowska and Sypniewska-Kamińska 2013)). Despite such approach is not enough to guarantee the inclusion of the local truncation error in the resultant interval solutions, the numerical experiments confirm that the exact solution do belong to the interval solutions obtained.

3. BIOHEAT TRANSFER PROBLEM GIVEN BY THE PENNES EQUATION

Consider a three-layer model of skin that consists of epidermis, dermis and subcutaneous tissue of thickness \( L_1, L_2 \) and \( L_3 \), respectively (see Fig. 1). Hence, we have \( L = L_1 + L_2 + L_3 \).

The physical properties which are used to describe each layer depend on many different environmental factors, e.g. age, state of health, lifestyle etc. Hence, we usually know only a range of values rather than an exact value that a given parameter can be equal to. The physical properties of skin layers and blood are collected on the basis of available reference materials in Table 1 and Table 2, respectively.
We introduce effective values of the thermophysical parameters of the skin in the following way:

\[ \lambda_{ef} = \frac{\lambda_1 L_1 + \lambda_2 L_2 + \lambda_3 L_3}{L} \] [W/(m·K)] is the effective thermal conductivity,

\[ c_{ef} = \frac{c_1 L_1 + c_2 L_2 + c_3 L_3}{L} \] [J/(kg·K)] is the effective specific heat and

\[ \rho_{ef} = \frac{\rho_1 L_1 + \rho_2 L_2 + \rho_3 L_3}{L} \] [kg/m³] is the effective mass density. We assume that an initial temperature of the skin layers is equal to \( w_0 \). A surrounding air temperature is equal to \( w_S \) and it is maintained constant over time. On the internal surface that separates the subcutaneous tissue from the body we assume insulation. There is also a heat generation in the skin layers considered. It is due to some metabolic and perfusion heat sources.

### Table 1
Values of parameters for three-layer model of skin

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Skin layer</th>
<th>Range of values</th>
<th>Mean Value</th>
<th>References on ranges of values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness ( L ) [m]</td>
<td>Epidermis</td>
<td>7.0E-5 – 1.3E-4</td>
<td>1E-4</td>
<td>Assumption; see also (Xu et al. 2008)</td>
</tr>
<tr>
<td></td>
<td>Dermis (neck)</td>
<td>1.28E-3 – 1.56E-3</td>
<td>1.42E-3</td>
<td>(Dahan et al. 2004; Xu et al. 2008)</td>
</tr>
<tr>
<td></td>
<td>Dermis (forehead)</td>
<td>1.60E-3 – 1.98E-3</td>
<td>1.79E-3</td>
<td>(Dahan et al. 2004; Xu et al. 2008)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>4.0E-3 – 4.8E-3</td>
<td>4.4E-3</td>
<td>Assumption; see also (Xu et al. 2008)</td>
</tr>
<tr>
<td>Thermal conductivity ( \lambda ) [W/(m·K)]</td>
<td>Epidermis</td>
<td>0.21 – 0.26</td>
<td>0.235</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td></td>
<td>Dermis</td>
<td>0.37 – 0.52</td>
<td>0.445</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>0.16 – 0.21</td>
<td>0.185</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td>Specific heat ( c ) [J/(kg·K)]</td>
<td>Epidermis</td>
<td>3578 – 3600</td>
<td>3589</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td></td>
<td>Dermis</td>
<td>3200 – 3400</td>
<td>3300</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>2288 – 3060</td>
<td>2674</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td>Mass density ( \rho ) [kg/m³]</td>
<td>Epidermis</td>
<td>1190</td>
<td>1190</td>
<td>(Dahan et al. 2004; Duck 1990)</td>
</tr>
<tr>
<td></td>
<td>Dermis</td>
<td>1116</td>
<td>1116</td>
<td>(Dahan et al. 2004; Duck 1990)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>971</td>
<td>971</td>
<td>(Dahan et al. 2004; Duck 1990)</td>
</tr>
<tr>
<td>Metabolic heat generation ( Q_{met} ) [W/m³]</td>
<td>Epidermis</td>
<td>0</td>
<td>0</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td></td>
<td>Dermis (in rest)</td>
<td>245</td>
<td>245</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue (in rest)</td>
<td>245</td>
<td>245</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td>Blood perfusion rate ( G_B ) [1/s]</td>
<td>Epidermis</td>
<td>0 – 0.00125</td>
<td>0.000625</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td></td>
<td>Dermis</td>
<td>0 – 0.00125</td>
<td>0.000625</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>0 – 0.00125</td>
<td>0.000625</td>
<td>(Będziński 2011)</td>
</tr>
</tbody>
</table>

### Table 2
Values of parameters for blood

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range of values</th>
<th>Mean Value</th>
<th>References on ranges of values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity ( \lambda_B ) [W/(m·K)]</td>
<td>0.4–0.5</td>
<td>0.45</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td>Specific heat ( c_B ) [J/(kg·K)]</td>
<td>3770</td>
<td>3770</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td>Mass density ( \rho_B ) [kg/m³]</td>
<td>1060</td>
<td>1060</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td>Temperature of blood in aorta ( w_B ) [°C]</td>
<td>37</td>
<td>37</td>
<td>(Będziński 2011)</td>
</tr>
</tbody>
</table>
Under the above assumptions, the distribution of temperature is given by a function \( w = w(x, t) \) which depends on only one spatial variable \( x \). It is described by the one-dimensional Pennes bioheat transfer equation and the initial and boundary conditions of the form

\[
\frac{c_w \rho_w}{\partial t} \frac{\partial w}{\partial x}(x, t) - \lambda_w \frac{\partial^2 w}{\partial x^2}(x, t) = \dot{Q}(x, t)
\]

(6)

where \( \dot{Q}(x, t) \) is the effective metabolic heat generation in the skin and the perfusion heat generation at \( x \). The effective thermal diffusivity is \( \lambda_w \) [\( \text{m}^2/\text{s} \)]. We assume that the convection heat transfer coefficient is \( \alpha \) [\( \text{W}/(\text{m}^2\cdot\text{K}) \)].

\[
\frac{\partial w(x, 0)}{\partial t} = w_0, \quad 0 \leq x \leq L,
\]

(7)

\[
\lambda_w \frac{\partial w}{\partial x}(0, t) = \alpha (w(0, t) - w_S), \quad \frac{\partial w}{\partial x}(L, t) = 0, \quad t > 0,
\]

(8)

where \( \dot{Q}(x, t) \) is the rate of heat source generation in the skin layers specified per unit volume and \( \alpha \) [\( \text{W}/(\text{m}^2\cdot\text{K}) \)] is the convection heat transfer coefficient. We assume that

\[
\dot{Q}(x, t) = \dot{Q}_{\text{met, ef}} + \dot{Q}_{\text{perf}}(x, t),
\]

(9)

where

\[
\dot{Q}_{\text{met, ef}} = \dot{Q}_{\text{met, 1}L_1 + \dot{Q}_{\text{met, 2}L_2 + \dot{Q}_{\text{met, 3}L_3}}}, \quad L, \quad \frac{\partial w}{\partial x}(L, t) = 0, \quad t > 0,
\]

\[
\dot{Q}_{\text{perf}}(x, t) = G_{B, ef} \rho_B (w_B - w(x, t)),
\]

(10)

\( \dot{Q}_{\text{met, ef}}, \dot{Q}_{\text{perf}}(x, t) \) denote the effective metabolic heat generation in the skin and the perfusion heat generation, respectively, \( G_{B, ef} = G_{B, 1L_1 + G_{B, 2L_2 + G_{B, 3L_3}}, L} \) [\( \text{W}/(\text{m}^2) \)] is an effective blood perfusion rate, \( c_w \) [\( \text{J}/(\text{kg} \cdot \text{K}) \)] is the specific heat of blood, \( \rho_B \) [\( \text{kg}/\text{m}^3 \)] is the mass density of blood, \( w_B \) [\( \text{K} \)] is a temperature of blood in aorta. The effective thermal diffusivity is \( \lambda_{\text{eff}} = \lambda_w \alpha / (c_w \rho_w) \) [\( \text{m}^2/\text{s} \)].

The initial-boundary problem (6)–(8) can be transformed to the non-dimensional form

\[
\frac{\partial w}{\partial \tau} (\xi, \tau) - \frac{\partial^2 w}{\partial \xi^2}(\xi, \tau) = g_1 + g_2 u(\xi, \tau),
\]

(11)

\[
u(\xi, 0) = u_0, \quad 0 \leq \xi \leq 1,
\]

(12)

\[
\frac{\partial u}{\partial \xi}(0, \tau) = B_i u(0, \tau), \quad \frac{\partial u}{\partial \xi}(1, \tau) = 0, \quad \tau > 0,
\]

(13)

where

\[
g_1 = \frac{\dot{Q}_{\text{met, ef}} + \dot{G}_{B, ef} \rho_B w_B}{\mu_B}, \quad g_2 = -\dot{G}_{B, ef} \rho_B (\partial \chi / \partial \tau) \frac{\partial Q_{\text{met, ef}}}{\partial w}, \frac{\partial w}{\partial \chi}(0, \tau) = 0, \quad \tau > 0,
\]

(14)

and \( \xi = \tau / L \), \( \tau = \tau / L \). \( u(\xi, \tau) = (w(x, \xi, t(t)) - w_S)) / \Delta w \), where \( \Delta w = w_B - w_S \). The Ostrogradsky and Biot numbers are defined by \( \Gamma = \dot{Q}_{\text{met, ef}} / (\Delta w \lambda_{\text{eff}}) \), \( \Gamma_{\text{Bi}} = (\alpha L / \lambda_{\text{eff}}) \). Moreover, \( t_B \) denotes the non-dimensional temperature of blood in aorta, \( u_B = (w_B - w_S) / \Delta w = 1 \).

\[
\dot{G}_{B, ef} = (G_{B, ef} L^2) / \lambda_{\text{eff}}, \quad \dot{G}_{B, ef} = \rho_B / \rho_{\text{eff}}.
\]

For the bioheat transfer model we consider a natural and forced convection. In case of the natural convection we derive the convection heat transfer coefficient \( \alpha \) as in (Gdula ed. 1984). For the temperature of skin \( w_0 = 309.75 \text{ K} \) (36.6 °C) and the surrounding air temperature \( w_S = 273.15 \text{ K} \) (0 °C), we have \( G_{\text{Pr}} = 2.71264 \times 10^6 \), where \( G_{\text{Pr}} \) is the Grashof number and \( t_B \) is the Prandtl number. The product corresponds to the transitional flow with the Nusselt number \( N_u = 0.54 \). Then, we have \( \alpha = (N_u \lambda_{\text{eff}}) / l \), where \( \lambda_{\text{eff}} = \lambda_{\text{eff}} / (c_w \rho_w) \) [\( \text{W}/(\text{m}^2\cdot\text{K}) \)].

In Figure 2 we have the temperature distribution in case of natural convection with \( \alpha = 6.66 \text{ W}/(\text{m}^2\cdot\text{K}) \) and \( \dot{Q}_{\text{met, ef}} = 5 \text{ m/s} \). Values of physical parameters are equal to mean values given in Tables 1–2, except for the blood perfusion rate \( G_{B, ef} \) for dermis and subcutaneous tissue. We take \( G_{B, ef} = G_{B, 3} = 0.00125 \text{ s} \).

For the forced convection caused by the wind we can use the empirical equation proposed in (Cameron et al. 1999) of the form 

\[
\alpha = 10.45 - v + 10.05 \text{ [kcal/(h\cdot m^2\cdot K)]},
\]

where \( v \) is the air speed. The formula is valid for speeds between 2 m/s and 20 m/s.

In Figure 3 we have the temperature distribution in case of forced convection with \( \alpha = 32.34 \text{ W}/(\text{m}^2\cdot\text{K}) \), corresponding to the air speed \( v = 5 \text{ m/s} \). Values of \( w_0, w_S \) and physical parameters are the same as in case of natural convection.

\[ Fig. 2. \text{Temperature distribution [°C] in case of natural convection with } \alpha = 6.66 \text{ W}/(\text{m}^2\cdot\text{K}) \text{ for } a) \text{ selected values of time } t \text{ [s], b) for } t \in [0, 665.2] \text{ [s]}. \]
4. NUMERICAL EXPERIMENTS

For the numerical computations we use the mean values of the parameters occurring in the problem formulation (see Tables 1–2). The exception is the blood perfusion rate $G_{B_1}$ of dermis and subcutaneous tissue. We take $G_{B_2} = G_{B_3} = 0.00125$ 1/s. Furthermore, we assume the temperatures $w_0 = 309.75$ K (36.6 °C), $w_S = 273.15$ K (0 °C) and we take the convection heat transfer coefficient $\alpha = 6.66$ W/(m²·K) for the natural convection, $\alpha = 32.34$ W/(m²·K) for the forced convection corresponding to the air speed $v = 5$ m/s. Interval values of parameters are also taken in relation to the mean values considered.

The initial-boundary value problem given in the non-dimensional form (11)–(13) with (14) is solved with different uncertainties of selected initial parameters. Subsequently, we use the interval method of Crank-Nicolson type (ICN-LHS method) with parameters represented by interval values and its conventional counterpart (CN-LHS method) with parameters equal to midpoints of such intervals. Interval values of selected parameters given in the dimensional and non-dimensional form are used with 10-bytes double extended-precision format accuracy (Jankowska 2010). The temperature distribution in the form of interval solutions and approximative solutions corresponding to the time $\tau \approx 1.5$ ($\tau \equiv 665.2$ s) is presented in the non-dimensional and dimensional coordinates. Subsequently, we denote the interval values of temperature with capital letters and the approximate values of temperature with small letters. Finally, we denote by $d$ widths of interval values of parameters and temperature.

4.1. Case 1: natural convection

We assume hypothetically that values of all input parameters are known exactly. Hence, we only have to deal with the representation errors, rounding errors and the error of the conventional method. Comparison of the widths of the interval solutions obtained for different stepsizes $h$ and $k$, lets us examine the efficiency of the ICN-LHS method (see Figs 4–7). We have the following interval values of the thickness of skin, the effective parameters and the non-dimensional parameters:

$L \in [+6.28999999999999999E-03, +6.29000000000000001E-03], \quad d(L) = +1.2705E-21$

$\lambda_{ef} \in [+2.5978537360890302E-01, +2.5978537360890302E-01], \quad d(\lambda_{ef}) = +1.8973E-19$

$c_{ef} \in [+2.8666931637519872E+03, +2.8666931637519872E+03], \quad d(c_{ef}) = +1.3322E-15$

$\rho_{ef} \in [+1.01574562798092209E+03, +1.01574562798092210E+03], \quad d(\rho_{ef}) = +5.5511E-16$

$\kappa_{ef} \in [+8.9217186485206996E-08, +8.9217186485206997E-08], \quad d(\kappa_{ef}) = +1.6802E-25$

$g_1 \in [+7.4965102565083687E-01, +7.4965102565083688E-01], \quad d(g_1) = +3.5236E-18$

$g_2 \in [+7.4865861604586763E-01, +7.4865861604586762E-01], \quad d(g_2) = +3.4694E-18$

$B_i \in [+1.6125388207215201E-01, +1.6125388207215201E-01], \quad d(B_i) = +1.8973E-19$

![Fig. 3. Temperature distribution [°C] in case of forced convection with $\alpha = 32.34$ W/(m²·K)
for a) selected values of time $t$ [s], b) for $t \in [0, 665.2]$ [s]](image)

![Fig. 4. Widths of the interval solutions a) $U(\xi, \tau = 1.5)$; b) $W(x, t = 665.2)$ obtained with the ICN-LHS method for different values of stepsizes $h$ and $k$](image)
Now let us assume uncertainty about the metabolic heat generation of dermis and subcutaneous tissue such that it includes the state when the organism is in rest with $Q_{\text{met}} = 245 \text{ W/m}^3$ and in motion with $Q_{\text{met}} = 245 \cdot 10^2 \text{ W/m}^3$ as well (Będziński 2011). We have

$$\hat{Q}_{\text{met},2} \in [+245, +24500], \quad \hat{Q}_{\text{met},3} \in [+245, +24500], \quad d(\hat{Q}_{\text{met},2}) = d(\hat{Q}_{\text{met},3}) = +2.4255 \cdot 10^4,$$

and

$$g_1 \in [+7.49651025650836875E-01, +8.4699576542792451E-01], \quad d(g_1) = +9.8248E-02$$

$$g_2 \in [-7.48658616045867632E-01, -7.48658616045867627E-01], \quad d(g_2) = +3.4694E-18$$

$$\text{Bi} \in [+1.61253882072152014E-01, +1.61253882072152016E-01], \quad d(\text{Bi}) = +1.8973E-19$$
5. CONCLUSIONS

The main advantage of the interval method proposed is the ability to represent the uncertain values of parameters in form of intervals. Interval solutions obtained includes all values that can be taken by the physical parameters occurring in the problem formulation, as well as the error of the conventional method and the errors caused by the floating-point arithmetic used by computers (i.e. rounding errors, representation errors). In other words, for a range of values parameters can be equal to, we are given a range of resultant values of temperature. Furthermore, we apply the interval method only once.

Because of the general form of the initial-boundary value problem that a given interval method was constructed for, we have to introduce some effective parameters in the model. In this way, we can treat epidermis, dermis and subcutaneous tissue as one layer with averaged values of parameters. The next step could be derivation of the interval scheme dedicated to the multilayer one-dimensional model with the appropriate boundary conditions on inner surface at each interface. Then, the interval solutions could be examined and compared.
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2. INTERVAL FINITE DIFFERENCE METHOD OF CRANK-NICOLSON TYPE

The one-dimensional method of Crank-Nicolson type for solving the one-dimensional heat conduction equation with the boundary conditions of the first kind was proposed by Marciniak in (Marciniak 2012). Jankowska extended his work taking into account the same equation with the mixed boundary conditions (Jankowska 2012). The interval method proposed enables to include in the interval solutions obtained the local truncation error of the conventional method which is normally neglected. For the interval method (Jankowska 2012) we can show that the exact solution of the problem belongs to the interval solutions obtained. Note that in practice it is not easy to satisfy all the assumptions made in the theoretical formulation of the method given in (Jankowska 2012). Nevertheless, the appropriate techniques for the approximation of end-points of the error term intervals in each step of the method are described in (Jankowska 2013). Numerical tests performed by the author confirmed their effectiveness and usefulness. Nevertheless, we cannot formally guarantee that the exact solution belongs to the appropriate interval solutions obtained with the error term approximation considered.

The interval finite difference method presented in (Jankowska and Sypniewska-Kamińska 2013) is based on the interval method of Crank-Nicolson type (ICN) proposed in (Jankowska 2012, 2013). It concerns the heat conduction equation with the heat sources, given by a function that is linear with respect to the unknown temperature (ICN-LHS method) and the initial-boundary conditions of the form

\[ \frac{\partial u}{\partial t}(x,t) - \alpha^2 \frac{\partial^2 u}{\partial x^2}(x,t) = f(x), \quad 0 < x < L, \quad t > 0, \]

\[ u(x,0) = \phi_i(t), \quad 0 \leq x \leq L, \]

\[ \frac{\partial u}{\partial x}(0,t) - Au(0,t) = \phi_1(t), \]

\[ \frac{\partial u}{\partial x}(L,t) + Bu(L,t) = \phi_2(t), \quad t > 0, \]

where \( \alpha, \alpha_1, \alpha_2, A, B \) are constants and their values depend on the physical nature of the problem.

Let us set the maximum time \( t_{\text{max}} \) and choose integers \( n \) and \( m \). We find the mesh constants \( h \) and \( k \) such as \( h = L/n \) and \( k = t_{\text{max}} / m \). Hence, the grid points are \( (x_i, t_j) \), where \( x_i = ih \) for \( i = 0, 1, \ldots, n \) and \( t_j = jk \) for \( j = 0, 1, \ldots, m \).

For the interval method values of all coefficients \( \alpha, \alpha_1, \alpha_2, A, B, L, t_{\text{max}} \) should be given in the form of appropriate intervals. Then, for the functions \( f, \phi_1, \phi_2 \) their interval extensions \( F, \Phi_1, \Phi_2 \) are created. With the interval function \( F \) we have

\[ U_{i,0} = F(X_i), \quad i = 0, 1, \ldots, n \]

where \( U_{i,0} = U(x_i, t_0 = 0) \) and \( u(x_i, t_0 = 0) \in U_{i,0} \). Moreover, \( X_i, i = 0, 1, \ldots, n, T_j = 0, 1, \ldots, n \), are intervals such that \( x_i \in X_i, t_j \in T_j \) and \( F = F(X), \Phi_1 = \Phi_1(T), \Phi_2 = \Phi_2(T) \).

The ICN-LHS method (Jankowska and Sypniewska-Kamińska 2013) can be given in the following matrix form

\[ CU^{(1)} = D^{(0)}U^{(0)} + E^{(1)}_C, \quad j = 0 \]

\[ CU^{(j+1)} = D^{(j)}U^{(j)} + E^{(j+1)}_L, \quad j = 1, 2, \ldots, m-1 \]

where \( t^{(0)} = [U_{0,0}, U_{1,0}, \ldots, U_{n,j}]^T \), \( u(x_i, t_j) \in U_{i,j} \) and \( C, D^{(0)}, D^{(1)} \) are matrices of coefficients and \( E^{(1)}_C, E^{(j+1)}_L \) are vectors of coefficients. Furthermore, \( E^{(j)}_L \) are vectors such that a local truncation error of the conventional finite-difference method at each mesh point is enclosed in. If we cannot satisfy all the assumptions required for such a local truncation error inclusion, then we use the appropriate method of approximation of the error term intervals (as described in (Jankowska and Sypniewska-Kamińska 2013)). Despite such approach is not enough to guarantee the inclusion of the local truncation error in the resultant interval solutions, the numerical experiments confirm that the exact solution do belong to the interval solutions obtained.

3. BIOHEAT TRANSFER PROBLEM GIVEN BY THE PENNES EQUATION

Consider a three-layer model of skin that consists of epidermis, dermis and subcutaneous tissue of thickness \( L_1, L_2 \) and \( L_3 \), respectively (see Fig. 1). Hence, we have \( L = L_1 + L_2 + L_3 \).

The physical properties which are used to describe each layer depend on many different environmental factors, e.g. age, state of health, lifestyle etc. Hence, we usually know only a range of values rather than an exact value that a given parameter can be equal to. The physical pro-perties of skin layers and blood are collected on the basis of available reference materials in Table 1 and Table 2, respectively.
We introduce effective values of the thermophysical parameters of the skin in the following way: 

\[ \lambda_{eff} = (\lambda_1 L_1 + \lambda_2 L_2 + \lambda_3 L_3)/L \quad [\text{W/(m·K)}] \]

is the effective thermal conductivity, 

\[ c_{eff} = (c_{1} L_1 + c_2 L_2 + c_3 L_3)/L \quad [\text{J/(kg·K)}] \]

is the effective specific heat and 

\[ \rho_{eff} = (\rho_1 L_1 + \rho_2 L_2 + \rho_3 L_3)/L \quad [\text{kg/m}^3] \]

is the effective mass density. We assume that an initial temperature of the skin layers is equal to \( w_0 \). A surrounding air temperature is equal to \( w_S \) and it is maintained constant over time. On the internal surface that separates the subcutaneous tissue from the body we assume insulation. There is also a heat generation in the skin layers considered. It is due to some metabolic and perfusion heat sources.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Skin layer</th>
<th>Range of values</th>
<th>Mean Value</th>
<th>References on ranges of values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thickness ( L ) [m]</td>
<td>Epidermis</td>
<td>7.0E-5 – 1.3E-4</td>
<td>1E-4</td>
<td>Assumption; see also (Xu et al. 2008)</td>
</tr>
<tr>
<td></td>
<td>Dermis (neck)</td>
<td>1.28E-3 – 1.56E-3</td>
<td>1.42E-3</td>
<td>(Dahan et al. 2004; Xu et al. 2008)</td>
</tr>
<tr>
<td></td>
<td>Dermis (forehead)</td>
<td>1.60E-3 – 1.98E-3</td>
<td>1.79E-3</td>
<td>(Dahan et al. 2004; Xu et al. 2008)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>4.0E-3 – 4.8E-3</td>
<td>4.4E-3</td>
<td>Assumption; see also (Xu et al. 2008)</td>
</tr>
<tr>
<td>Thermal conductivity ( \lambda ) [W/(m·K)]</td>
<td>Epidermis</td>
<td>0.21 – 0.26</td>
<td>0.235</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td></td>
<td>Dermis</td>
<td>0.37 – 0.52</td>
<td>0.445</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>0.16 – 0.21</td>
<td>0.185</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td>Specific heat ( c ) [J/(kg·K)]</td>
<td>Epidermis</td>
<td>3578 – 3600</td>
<td>3589</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td></td>
<td>Dermis</td>
<td>3200 – 3400</td>
<td>3300</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>2288 – 3060</td>
<td>2674</td>
<td>(Będziński 2011; Torvi et al. 1994)</td>
</tr>
<tr>
<td>Mass density ( \rho ) [kg/m(^3)]</td>
<td>Epidermis</td>
<td>1190</td>
<td>1190</td>
<td>(Dahan et al. 2004; Duck 1990)</td>
</tr>
<tr>
<td></td>
<td>Dermis</td>
<td>1116</td>
<td>1116</td>
<td>(Dahan et al. 2004; Duck 1990)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>971</td>
<td>971</td>
<td>(Dahan et al. 2004; Duck 1990)</td>
</tr>
<tr>
<td>Metabolic heat generation ( Q_{\text{met}} ) [W/m(^3)]</td>
<td>Epidermis</td>
<td>0</td>
<td>0</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td></td>
<td>Dermis (in rest)</td>
<td>245</td>
<td>245</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue (in rest)</td>
<td>245</td>
<td>245</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td>Blood perfusion rate ( G_B ) [1/s]</td>
<td>Epidermis</td>
<td>0</td>
<td>0</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td></td>
<td>Dermis</td>
<td>0 – 0.00125</td>
<td>0.000625</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td></td>
<td>Subcutaneous tissue</td>
<td>0 – 0.00125</td>
<td>0.000625</td>
<td>(Będziński 2011)</td>
</tr>
</tbody>
</table>

Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Range of values</th>
<th>Mean Value</th>
<th>References on ranges of values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Thermal conductivity ( \lambda_B ) [W/(m·K)]</td>
<td>0.4–0.5</td>
<td>0.45</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td>Specific heat ( c_B ) [J/(kg·K)]</td>
<td>3770</td>
<td>3770</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td>Mass density ( \rho_B ) [kg/m(^3)]</td>
<td>1060</td>
<td>1060</td>
<td>(Będziński 2011)</td>
</tr>
<tr>
<td>Temperature of blood in aorta ( w_B ) [°C]</td>
<td>37</td>
<td>37</td>
<td></td>
</tr>
</tbody>
</table>

We introduce effective values of the thermophysical parameters of the skin in the following way: 

\[ \lambda_{eff} = (\lambda_1 L_1 + \lambda_2 L_2 + \lambda_3 L_3)/L \quad [\text{W/(m·K)}] \]

is the effective thermal conductivity, 

\[ c_{eff} = (c_{1} L_1 + c_2 L_2 + c_3 L_3)/L \quad [\text{J/(kg·K)}] \]

is the effective specific heat and 

\[ \rho_{eff} = (\rho_1 L_1 + \rho_2 L_2 + \rho_3 L_3)/L \quad [\text{kg/m}^3] \]

is the effective mass density. We assume that an initial temperature of the skin layers is equal to \( w_0 \). A surrounding air temperature is equal to \( w_S \) and it is maintained constant over time. On the internal surface that separates the subcutaneous tissue from the body we assume insulation. There is also a heat generation in the skin layers considered. It is due to some metabolic and perfusion heat sources.
c_{ef} p_{ef} \frac{\partial w}{\partial t} (x,t) - \lambda_{ef} \frac{\partial^2 w}{\partial x^2} (x,t) = \bar{Q}(x,t) 
\frac{w(x,0)}{w_0} = 0, \quad 0 \leq x \leq L, \quad \frac{\partial w}{\partial x} (L,t) = 0, \quad t > 0, (8)

where $\bar{Q}(x,t)$ [W/m³] is the rate of heat source generation in the skin layers specified per unit volume and $\alpha$ [W/(m²·K)] is the convection heat transfer coefficient. We assume that

\bar{Q}(x,t) = \bar{Q}_{\text{met, ef}} + \bar{Q}_{\text{perf}} (x,t),

where

\bar{Q}_{\text{met, ef}} = \frac{\bar{Q}_{\text{met, 1}} L_1 + \bar{Q}_{\text{met, 2}} L_2 + \bar{Q}_{\text{met, 3}} L_3}{L},

\bar{Q}_{\text{perf}} (x,t) = G_B \bar{p}_B \left( w_B - w(x,t) \right).

\bar{Q}_{\text{met, ef}}, \bar{Q}_{\text{perf}} (x,t) [W/m³] denote the effective metabolic heat generation in the skin and the perfusion heat generation, respectively, $G_B p_B = (G_B_{1} L_1 + G_B_{2} L_2 + G_B_{3} L_3) / L$ [1/s] is the effective blood perfusion rate, $c_B$ [J/(kg·K)] is the specific heat of blood, $p_B$ [kg/m³] is the mass density of blood, $w_B$ [K] is a temperature of blood in aorta. The effective thermal diffusivity is $\lambda_{ef} = \lambda_{cf} / (c_{ef} \rho_{ef})$ [m²/s].

The initial-boundary problem (6)–(8) can be transformed to the non-dimensional form

\frac{\partial u}{\partial \tau} (\xi, \tau) - \frac{\partial^2 u}{\partial \xi^2} (\xi, \tau) = g_1 + g_2 u(\xi, \tau),

u(\xi, 0) = u_0, \quad 0 \leq \xi \leq 1, \quad 0 < \tau < \tau_0, (13)

where

\bar{Q}_{\text{met, ef}} = \bar{G}_{B, \text{ef}} \bar{c}_B \bar{p}_B \bar{u}_B, \quad \bar{g}_2 = -\bar{G}_{B, \text{ef}} \bar{c}_B \bar{p}_B \bar{u}_B.

Under the above assumptions, the distribution of temperature is given by a function $w = w(x,t)$ which depends on only one spatial variable $x$. It is described by the one-dimensional Pennes bioheat transfer equation and the initial and boundary conditions of the form

$g_1 = \frac{\bar{Q}_{\text{met, ef}}}{\bar{G}_{B, \text{ef}} \bar{c}_B \bar{p}_B \bar{u}_B}, \quad g_2 = -\bar{G}_{B, \text{ef}} \bar{c}_B \bar{p}_B \bar{u}_B. (14)$

and $\xi = x/L, \quad \tau = \lambda_{ef} t L^2, \quad u(\xi, \tau) = (w(x(\xi), t(\tau)) - w_S) / \Delta w,$ where $\Delta w = w_B - w_S$. The Ostrogradsky and Biot numbers are defined by $\text{Os} = \bar{Q}_{\text{met, ef}} L^2 / (\Delta w \lambda_{ef}), \quad \text{Bi} = (\alpha L) / \lambda_{ef}$. Moreover, $\bar{u}_B$ denotes the non-dimensional temperature of blood in aorta, $u_B = (w_B - w_S) / \Delta w = 1, \quad \bar{G}_{B, \text{ef}} = \frac{(G_B p_B L^2)}{\lambda_{cf}}, \quad \bar{c}_B = c_B / c_{ef} \text{ and } \bar{p}_B = p_B / \rho_{ef}.$

For the bioheat transfer model we consider a natural and forced convection. In case of the natural convection we derive the convection heat transfer coefficient $\alpha$ as in (Gdula ed. 1984), (Orzechowski 2001). For the temperature of skin $w_0 = 309.75$ K (36.6 °C) and the surrounding air temperature $w_S = 273.15$ K (0 °C), we have $Gr\cdot Pr = 2.71264 \times 10^6$, where $Gr$ is the Grashof number and $Pr$ is the Prandtl number. The product corresponds to the transitional flow with the Nusselt number $Nu = 0.54 (Gr\cdot Pr)^{1/4}$. Then, we have $\alpha = (Nu\lambda_p)/l$, where $\lambda_p$ [W/(m·K)] is the thermal conductivity of air and $l$ [m] is the characteristic dimension of the surface exchanging heat. With $\lambda_p = 0.0243$ W/(m·K) at 273.15 K (0 °C), $l = 0.08$ m, we get $\alpha = 6.66$ W/(m²·K).

In Figure 2 we have the temperature distribution in case of natural convection with $\alpha = 6.66$ W/(m²·K) and $w_0 = 309.75$ K (36.6 °C), $w_S = 273.15$ K (0 °C), where values of physical parameters are equal to mean values given in Tables 1–2, except for the blood perfusion rate $\bar{u}_B$ for dermis and subcutaneous tissue. We take $G_B = 0.00125$ 1/s.

For the forced convection caused by the wind we can use the empirical equation proposed in (Cameron et al. 1999) of the form $\alpha = 10.45 - v + 10^{0.5} \cdot [\text{kcal/(h·m²·K)}], \quad v [\text{m/s}]$ is the air speed. The formula is valid for speeds between 2 m/s and 20 m/s.

In Figure 3 we have the temperature distribution in case of forced convection with $\alpha = 32.34$ W/(m²·K), corresponding to the air speed $v = 5$ m/s. Values of $w_0, w_S$ and physical parameters are the same as in case of natural convection.
4. NUMERICAL EXPERIMENTS

For the numerical computations we use the mean values of the parameters occurring in the problem formulation (see Tables 1–2). The exception is the blood perfusion rate $G_B$ of dermis and subcutaneous tissue. We take $G_{B2} = G_{B3} = 0.00125$ l/s. Furthermore, we assume the temperatures $w_0 = 309.75$ K (36.6 °C), $w_S = 273.15$ K (0 °C) and we take the convection heat transfer coefficient $\alpha = 6.66$ W/(m²·K) for the natural convection, $\alpha = 32.34$ W/(m²·K) for the forced convection corresponding to the air speed $v = 5$ m/s. Interval values of parameters are also taken in relation to the mean values considered.

The initial-boundary value problem given in the non-dimensional form (11)–(13) with (14) is solved with different uncertainties of selected initial parameters. Subsequently, we use the interval method of Crank-Nicolson type (ICN-LHS method) with parameters represented by interval values and its conventional counterpart (CN-LHS method) with parameters equal to midpoints of such intervals. Interval values of selected parameters given in the dimensional and non-dimensional form are used with 10-bytes double extended-precision format accuracy (Jankowska 2010). The temperature distribution in the form of interval solutions and approximate solutions corresponding to the time $t = 1.5$ ($t \equiv 665.2$ s) is presented in the non-dimensional and dimensional coordinates. Subsequently, we denote the interval values of temperature with capital letters and the approximate values of temperature with small letters. Finally, we denote by $d$ widths of interval values of parameters and temperature.

4.1. Case 1: natural convection

We assume hypothetically that values of all input parameters are known exactly. Hence, we only have to deal with the representation errors, rounding errors and the error of the conventional method. Comparison of the widths of the interval solutions obtained for different values of stepsizes $h$ and $k$, lets us examine the efficiency of the ICN-LHS method (see Figs 4–7). We have the following interval values of the thickness of skin, the effective parameters and the temperature.

\[
L \in [+6.28999999999999999E-03,+6.29000000000000001E-03], \quad d(L) = +1.2705E-21
\]
\[
\lambda_{ef} \in [+2.59785373608903021E-01,+2.59785373608903021E-01], \quad d(\lambda_{ef}) = +1.8973E-19
\]
\[
c_{ef} \in [+2.86669316375198729E+03,+2.86669316375198729E+03], \quad d(c_{ef}) = +1.3322E-15
\]
\[
\rho_{ef} \in [+1.0574562798092210E+03,+1.0574562798092210E+03], \quad d(\rho_{ef}) = +5.5511E-16
\]
\[
\kappa_{ef} \in [+8.92171864852069972E-08,+8.92171864852069972E-08], \quad d(\kappa_{ef}) = +1.6802E-25
\]
\[
g_1 \in [+7.49651025650836880E-01,+7.49651025650836880E-01], \quad d(g_1) = +3.5236E-18
\]
\[
g_2 \in [-7.48658616045867632E-01,-7.48658616045867632E-01], \quad d(g_2) = +3.4694E-18
\]
\[
B_i \in [+1.61253882072152016E-01,+1.61253882072152016E-01], \quad d(B_i) = +1.8973E-19
\]

**Fig. 3.** Temperature distribution [°C] in case of forced convection with $\alpha = 32.34$ W/(m²·K) for a) selected values of time $t$ [s], b) for $t \in [0, 665.2]$ [s]

**Fig. 4.** Widths of the interval solutions a) $U(\xi, \tau = 1.5)$; b) $W(x, t = 665.2$ s) obtained with the ICN-LHS method for different values of stepizes $h$ and $k$
Now let us assume uncertainty about the metabolic heat generation of dermis and subcutaneous tissue such that it includes the state when the organism is in rest with $\dot{Q}_{\text{met}} = 245$ W/m$^3$ and in motion with $\dot{Q}_{\text{met}} = 245 \times 10^2$ W/m$^3$ as well (Będziński 2011). We have

$$\dot{Q}_{\text{met},2} \in [+245, +24500], \dot{Q}_{\text{met},3} \in [+245, +24500], d(\dot{Q}_{\text{met},2}) = d(\dot{Q}_{\text{met},3}) = +2.4255 \times 10^4,$$

and

$$g_1 \in [+7.49651025650836875 \times 10^{-1}, +8.47899576542792451 \times 10^{-1}], \quad d(g_1) = +9.8248 \times 10^{-2},$$

$$g_2 \in [-7.48658616045867632 \times 10^{-1}, -7.48658616045867627 \times 10^{-1}], \quad d(g_2) = +3.4694 \times 10^{-18},$$

$$B_i \in [+1.61253882072152014 \times 10^{-1}, +1.61253882072152016 \times 10^{-1}], \quad d(B_i) = +1.8973 \times 10^{-19}.$$
Note that the thickness $L$ of skin and values of the effective parameters $\lambda_{ef}$, $\kappa_{ef}$, $\rho_{ef}$, $\kappa_{ef}$ are the same as in the previous experiment.

4.2. Case 2: forced convection

Consider the uncertainty about the thickness of dermis such that

$$L_2 \in [L_2 - 0.01L_2, L_2 + 0.01L_2].$$

Interval values of the thickness of skin, the effective parameters and the non-dimensional parameters are of the form:

$$L \in [+6.2720999999999999E-03, +6.30790000000000001E-03], \quad d(L) = +3.5800E-05$$

$$\lambda_{ef} \in [+2.577853690616528E-01, +2.6179676663185058E-01], \quad d(\lambda_{ef}) = +4.0113E-03$$

$$c_{ef} \in [+2.8491936800678514E+03, +2.88429234227770604E+03], \quad d(c_{ef}) = +3.5098E+01$$

$$\rho_{ef} \in [+1.0096934902265413E+03, +1.02182943511742479E+03], \quad d(\rho_{ef}) = +1.2133E+01$$

$$\kappa_{ef} \in [+8.74662736299866238E-08, +9.10021161661337174E-08], \quad d(\kappa_{ef}) = +3.5358E-09$$

$$g_1 \in [+7.187948324417962E-01, +7.8282867880180453E-01], \quad d(g_1) = +6.4949E-02$$

$$g_2 \in [+7.1817082138779538E-01, -7.1690589754998411E-01], \quad d(g_2) = +6.4911E-02$$

$$Bi \in [+7.7479839269446603E-01, +7.91346170472321704E-01], \quad d(Bi) = +1.6547E-02$$

Now, we introduce the uncertainty about the thermal conductivity, specific heat and mass density of dermis such that

$$\lambda_{2} \in [\lambda_{2} - 0.01\lambda_{2}, \lambda_{2} + 0.01\lambda_{2}], \quad c_{2} \in [c_{2} - 0.01c_{2}, c_{2} + 0.01c_{2}], \quad \rho_{2} \in [\rho_{2} - 0.01\rho_{2}, \rho_{2} + 0.01\rho_{2}].$$

Interval values of the thickness of skin, the effective parameters and the non-dimensional parameters are given as follows

$$L \in [+6.2899999999999999E-03, +6.29000000000000001E-03], \quad d(L) = +1.2705E-21$$

$$\lambda_{ef} \in [+2.85730206677265500E+03, +2.87606826073131956E+03], \quad d(\lambda_{ef}) = +1.8782E+01$$

$$c_{ef} \in [+1.01256972972972972E+03, +1.01892152623211447E+03], \quad d(c_{ef}) = +6.3517E+00$$

$$\rho_{ef} \in [+8.82165606657057700E-08, +9.02278653589120468E-08], \quad d(\rho_{ef}) = +2.0123E-09$$

$$g_1 \in [+7.36535002136375871E-01, +7.63018912680467853E-01], \quad d(g_1) = +2.6483E-02$$

$$g_2 \in [+7.62021641680713535E-01, -7.3554740676044915E-01], \quad d(g_2) = +2.6474E-02$$

$$Bi \in [+7.79227110828125556E-01, +7.86861318767076139E-01], \quad d(Bi) = +7.6342E-03$$

5. CONCLUSIONS

The main advantage of the interval method proposed is the ability to represent the uncertain values of parameters in form of intervals. Interval solutions obtained includes all values that can be taken by the physical parameters occurring in the problem formulation, as well as the error of the conventional method and the errors caused by the floating-point arithmetic used by computers (i.e. rounding errors, representation errors). In other words, for a range of values that parameters can be equal to, we are given a range of resultant values of temperature. Furthermore, we apply the interval method only once.

Because of the general form of the initial-boundary value problem that a given interval method was constructed for, we have to introduce some effective parameters in the model. In this way, we can treat epidermis, dermis and subcutaneous tissue as one layer with averaged values of parameters. The next step could be derivation of the interval scheme dedicated to the multilayer one-dimensional model with the appropriate boundary conditions on inner surface at each interface. Then, the interval solutions could be examined and compared.
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