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#### Abstract

In this paper a construction of a one-parameter family of quadrature formulas is presented. This family contains the classical quadrature formulas: trapezoidal rule, midpoint rule and two-point Gauss rule. One can prove that for any continuous function there exists a parameter for which the value of quadrature formula is equal to the integral. Some applications of this family to the construction of cubature formulas, numerical solution of ordinary differential equations and integral equations are presented.
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## 1. INTRODUCTION

We will introduce a one-parameter family of quadrature formulas which contains the classical quadrature formulas: trapezoidal rule and midpoint rule.

We consider a family of quadrature formulas

$$
\begin{equation*}
Q^{\beta}(f)=\frac{h}{2} \sum_{j=0}^{n-1}(f(a+j h+\beta h)+f(a+(j+1) h-\beta h)) \tag{1}
\end{equation*}
$$

for the integral $I(f)=\int_{a}^{b} f(x) d x$, where $\beta \in\left[0, \frac{1}{2}\right], h=\frac{b-a}{n}, n \geq 1$ and $f \in C[a, b]$.
Let us note that $Q^{0}=T_{n+1}$ and $Q^{\frac{1}{2}}=M_{n}$, where

$$
T_{n+1}(f)=h\left(\frac{1}{2}(f(a)+f(b))+\sum_{j=1}^{n-1} f(a+j h)\right)
$$

is the trapezoidal rule, while

$$
M_{n}(f)=h \sum_{j=0}^{n-1} f\left(a+\left(j+\frac{1}{2}\right) h\right),
$$

is the midpoint rule.

The first part of this paper is devoted to answering the questions on the order of quadrature formula and its error estimate

$$
\begin{equation*}
E^{\beta}(f)=I(f)-Q^{\beta}(f) \tag{2}
\end{equation*}
$$

as well as other questions, for example, on whether in a given family there exists a quadrature formula "bringing out" an exact value of integral, or the question of when $Q^{\beta}$ considered as a function in the variable $\beta$ (with $f$ fixed) is monotone, or what is the relation between the order of quadrature formula and the parameter $\beta$.

In the second part of the paper, some applications of this family to the construction of cubature formulas, numerical solution of one-dimensional Fredholm equation of the second kind and ordinary differential equations are showed.

## 2. PROPERTIES OF THE FAMILY $Q^{\beta}$

Let $f$ be a real-valued function defined on an interval $[a, b]$ and a sequence of points $\left\{x_{j}\right\}$ for $j=0,1, \ldots, n$, given as follows

$$
x_{j}=a+j h, \quad h=\frac{b-a}{n} .
$$

We define the following functions $F_{j}$ and $F$ in the variable $\beta \in[0,1]$ :

$$
\begin{aligned}
F_{j}(\beta) & =f\left(x_{j}+\beta h\right)+f\left(x_{j+1}-\beta h\right), \quad j=0,1, \ldots, n-1, \\
F(\beta) & =\sum_{j=0}^{n-1} F_{j}(\beta) .
\end{aligned}
$$

Making use of these notations, formula (1) becomes

$$
Q^{\beta}(f)=\frac{h}{2} F(\beta)
$$

Proposition 1. If the function $f$ is continuous on interval $[a, b]$, then there exists $a$ $\bar{\beta} \in\left[0, \frac{1}{2}\right]$ such that

$$
\int_{a}^{b} f(x) d x=Q^{\bar{\beta}}(f)
$$

Proof. Let us note that making the substitution $x=x_{j}+\beta h$ in the integral $\int_{x_{j}}^{x_{j+1}} f(x) d x$ we get $h \int_{0}^{1} f\left(x_{j}+\beta h\right) d \beta$, and by substitution $x=x_{j+1}-\beta h$ we obtain $h \int_{0}^{1} f\left(x_{j+1}-\beta h\right) d \beta$, that is

$$
2 \int_{x_{j}}^{x_{j+1}} f(x) d x=h \int_{0}^{1} F_{j}(\beta) d \beta
$$

and hence

$$
\begin{aligned}
\int_{a}^{b} f(x) d x & =\sum_{j=0}^{n-1} \int_{x_{j}}^{x_{j+1}} f(x) d x=\sum_{j=0}^{n-1} \frac{h}{2} \int_{0}^{1} F_{j}(\beta) d \beta= \\
& =\frac{h}{2} \int_{0}^{1}\left(\sum_{j=0}^{n-1} F_{j}(\beta)\right) d \beta=\frac{h}{2} \int_{0}^{1} F(\beta) d \beta=\frac{h}{2} F(\bar{\beta})
\end{aligned}
$$

with a certain $\bar{\beta} \in[0,1]$. The last passage is correct because the continuity of $f(x)$ on $[a, b]$ implies the continuity of $F(\beta)$ on $[0,1]$. We obtain the assertion of this theorem noticing that $F(\beta)$ is symmetric with respect to $\beta=\frac{1}{2}$, that is to say $F\left(\frac{1}{2}+\beta\right)=$ $F\left(\frac{1}{2}-\beta\right)$.

Under some additional assumptions, the function $F(\beta)$ is monotone. The following assertion is true

Proposition 2. If $f$ is a convex (concave) function on $[a, b]$, then $F(\beta)$ is decreasing (increasing) on the interval $\left[0, \frac{1}{2}\right]$.
Proof. Let $0 \leq \beta_{1}<\beta_{2} \leq \frac{1}{2}$. Since the function $f$ is convex on $[a, b]$, then, for $j=0,1, \ldots, n-1$ with $\mu=\left(\beta_{1}+\beta_{2}-1\right)\left(2 \beta_{1}-1\right)^{-1}$ and $\nu=\left(\beta_{1}-\beta_{2}\right)\left(2 \beta_{1}-1\right)^{-1}$, there holds

$$
\begin{aligned}
f\left(x_{j}+\beta_{2} h\right) & \leq \mu f\left(x_{j}+\beta_{1} h\right)+(1-\mu) f\left(x_{j}+\left(1-\beta_{1}\right) h\right) \\
f\left(x_{j}+\left(1-\beta_{2}\right) h\right) & \leq \nu f\left(x_{j}+\beta_{1} h\right)+(1-\nu) f\left(x_{j}+\left(1-\beta_{1}\right) h\right) .
\end{aligned}
$$

From these two inequalities and the relation $\mu+\nu=1$, there follows

$$
\begin{aligned}
f\left(x_{j}+\beta_{2} h\right)+f\left(x_{j}+\left(1-\beta_{2}\right) h\right) \leq & (\mu+\nu) f\left(x_{j}+\beta_{1} h\right)+ \\
& +(2-(\mu+\nu)) f\left(x_{j}+\left(1-\beta_{1}\right) h\right)= \\
= & f\left(x_{j}+\beta_{1} h\right)+f\left(x_{j}+\left(1-\beta_{1}\right) h\right) .
\end{aligned}
$$

This means that $F_{j}\left(\beta_{1}\right) \geq F_{j}\left(\beta_{2}\right)$ for $j=0, \ldots, n-1$ and, in consequence, $F\left(\beta_{1}\right) \geq F\left(\beta_{2}\right)$.

Let us note that the values of quadrature formulas $M_{n}$ and $T_{n+1}$ for function $f$ satisfying the assumptions of Theorem 2 determine an interval containing $I(f)$.
Remark 1. If $f$ is a convex function on $[a, b]$, then

$$
M_{n}(f)=Q^{\frac{1}{2}}(f) \leq Q^{\beta}(f) \leq Q^{0}(f)=T_{n+1}(f)
$$

and if $f$ is a concave function on $[a, b]$, then we have

$$
T_{n+1}(f)=Q^{0}(f) \leq Q^{\beta}(f) \leq Q^{\frac{1}{2}}(f)=M_{n}(f)
$$

for each $\beta \in\left(0, \frac{1}{2}\right)$.

### 2.1. ERROR ESTIMATE

For monomials $1, x, x^{2}, x^{3}, x^{4}, \ldots$ the error of quadrature formula (1) is given by:

$$
\begin{aligned}
E^{\beta}(1) & =E^{\beta}(x)=0 \\
E^{\beta}\left(x^{2}\right) & =-\frac{(b-a) h^{2}}{6}\left(6 \beta^{2}-6 \beta+1\right), \\
E^{\beta}\left(x^{3}\right) & =-\frac{\left(b^{2}-a^{2}\right) h^{2}}{4}\left(6 \beta^{2}-6 \beta+1\right), \\
E^{\beta}\left(x^{4}\right) & =-\frac{h^{3}}{30 n}\left(30(b-a)^{2} \beta^{2}(\beta-1)^{2}+\right. \\
& \left.\quad+10 n^{2}\left(a^{2}+b^{2}+a b\right)\left(6 \beta^{2}-6 \beta+1\right)-(b-a)^{2}\right) .
\end{aligned}
$$

Thus, the quadrature $Q^{\beta}(f)$ is of the second order for $\beta \neq \bar{\beta}=\frac{3-\sqrt{3}}{6}=\frac{1}{3+\sqrt{3}}(\bar{\beta}$ is a root of the equation $6 \beta^{2}-6 \beta+1=0$ ), and for $\beta=\bar{\beta}$, it is of the fourth order, because then

$$
\begin{equation*}
E^{\bar{\beta}}\left(x^{i}\right)=0 \quad \text { for } \quad i=0,1,2,3, \quad E^{\bar{\beta}}\left(x^{4}\right)=\frac{(b-a) h^{4}}{180} \tag{3}
\end{equation*}
$$

In particular, the quadrature formulas $T_{n+1}$ and $M_{n}$ are of the second order with

$$
\begin{equation*}
E^{0}\left(x^{2}\right)=-\frac{(b-a) h^{2}}{6}, \quad E^{\frac{1}{2}}\left(x^{2}\right)=\frac{(b-a) h^{2}}{12} \tag{4}
\end{equation*}
$$

Error estimate for quadrature formulas of the second order. Before we give an error estimate for the quadrature formula, let us recall the notation:

$$
(t-x)_{+}^{k}:= \begin{cases}(t-x)^{k} & \text { for } \quad t>x  \tag{5}\\ 0 & \text { for } \quad t \leq x\end{cases}
$$

Using the notation, the Peano kernel (see [3]) of second order for the quadrature formula $Q^{\beta}(f)(\beta \neq \bar{\beta})$ takes the form:

$$
\begin{equation*}
K_{\beta, 2}(x):=\int_{a}^{b}(t-x)_{+} d t-Q^{\beta}\left((t-x)_{+}\right) . \tag{6}
\end{equation*}
$$

This kernel is a periodic function with $h$ being a period, thus it is sufficient to define it on the interval $[a, a+h]$. For considered quadrature formula $Q^{\beta}(f)$ of the second order the kernel has the following form

$$
K_{\beta, 2}(x)= \begin{cases}\frac{h^{2}}{2}\left(\frac{x-a}{h}\right)^{2} & \text { for } \quad x \in[a, a+\beta h] \\ \frac{h^{2}}{2}\left(\left(\frac{x-a}{h}\right)^{2}-\left(\frac{x-a}{h}\right)+\beta\right) & \text { for } \quad x \in(a+\beta h, a+(1-\beta) h) \\ \frac{h^{2}}{2}\left(\frac{x-a}{h}-1\right)^{2} & \text { for } \quad x \in[a+(1-\beta) h, a+h]\end{cases}
$$



Fig. 1. Graphs of Peano kernels for different values of $\beta$


Fig. 2. Overlapping graphs of Peano kernels for different values of $\beta$

The Figures 1 and 2 show graphs of Peano kernel depending on the parameter $\beta$. A simple calculation leads to the relation

$$
\begin{equation*}
\int_{a}^{b} K_{\beta, 2}(x) d x=-\frac{(b-a) h^{2}}{12}\left(6 \beta^{2}-6 \beta+1\right) \tag{7}
\end{equation*}
$$

If $K_{\beta, 2}(x)$ is of a constant sign, we can give an error estimate for quadrature formula with a function $f$ of class $C^{2}([a, b])$ :

$$
\begin{align*}
E^{\beta}(f) & =I(f)-Q^{\beta}(f)=\int_{a}^{b} f^{\prime \prime}(x) K_{\beta, 2}(x) d x=f^{\prime \prime}(\xi) \int_{a}^{b} K_{\beta, 2}(x) d x=  \tag{8}\\
& =-\frac{(b-a) h^{2}}{12}\left(6 \beta^{2}-6 \beta+1\right) f^{\prime \prime}(\xi), \quad \xi \in[a, b]
\end{align*}
$$

If $\beta \in\{0\} \cup\left[\frac{1}{4}, \frac{1}{2}\right]$ the Peano kernel $K_{\beta, 2}(x)$ is of a constant sign. In this case the error of the quadrature $Q^{\beta}$ can be expressed by (8). For example we can write

$$
\begin{array}{ll}
E^{0}(f)=E_{T_{n+1}}(f)=-\frac{(b-a) h^{2}}{12} f^{\prime \prime}(\xi), & \xi \in[a, b], \\
E^{\frac{1}{4}}(f)=\frac{(b-a) h^{2}}{96} f^{\prime \prime}(\xi), & \xi \in[a, b] \\
E^{\frac{1}{2}}(f)=E_{M_{n}}(f)=\frac{(b-a) h^{2}}{24} f^{\prime \prime}(\xi), & \xi \in[a, b]
\end{array}
$$

The Figure 3 shows the graph of the function $y(\beta)=-\left(6 \beta^{2}-6 \beta+1\right), \beta \in\left[0, \frac{1}{2}\right]$.


Fig. 3. Graph of the function $y(\beta)$

For a sign-changing kernel $\left(\beta \in\left(0, \frac{1}{4}\right)\right)$ we give the following estimate:

$$
\begin{aligned}
E^{\beta}(f) & =I(f)-Q^{\beta}(f)=\int_{a}^{b} f^{\prime \prime}(x) K_{\beta, 2}(x) d x=\int_{a}^{b} f^{\prime \prime}(x)\left(K_{\beta}^{+}(x)+K_{\beta}^{-}(x)\right) d x= \\
& =\int_{a}^{b} f^{\prime \prime}(x) K_{\beta}^{+}(x) d x+\int_{a}^{b} f^{\prime \prime}(x) K_{\beta}^{-}(x) d x= \\
& =f^{\prime \prime}\left(\xi_{1}\right) \int_{a}^{b} K_{\beta}^{+}(x) d x+f^{\prime \prime}\left(\xi_{2}\right) \int_{a}^{b} K_{\beta}^{-}(x) d x
\end{aligned}
$$

where

$$
K_{\beta}^{+}(x)=\max \left\{K_{\beta, 2}(x), 0\right\}, \quad K_{\beta}^{-}(x)=\min \left\{K_{\beta, 2}(x), 0\right\} .
$$

Since

$$
\begin{aligned}
& \int_{a}^{b} K_{\beta}^{-}(x) d x=-\frac{(b-a) h^{2}}{12}(\sqrt{1-4 \beta})^{3} \\
& \int_{a}^{b} K_{\beta}^{+}(x) d x=\frac{(b-a) h^{2}}{12}\left((\sqrt{1-4 \beta})^{3}-\left(6 \beta^{2}-6 \beta+1\right)\right)
\end{aligned}
$$

it follows that

$$
\begin{align*}
E^{\beta}(f)=\frac{(b-a) h^{2}}{12}\{ & \left((\sqrt{1-4 \beta})^{3}-\left(6 \beta^{2}-6 \beta+1\right)\right) f^{\prime \prime}\left(\xi_{1}\right)-  \tag{9}\\
& \left.-(\sqrt{1-4 \beta})^{3} f^{\prime \prime}\left(\xi_{2}\right)\right\}
\end{align*}
$$

This estimate is valid for $\beta=\frac{1}{3+\sqrt{3}}=\frac{3-\sqrt{3}}{6}$, thus

$$
\begin{equation*}
E^{\frac{1}{3+\sqrt{3}}}(f)=\frac{(b-a) h^{2}}{12}\left(\sqrt{\frac{2 \sqrt{3}-3}{3}}\right)^{3}\left(f^{\prime \prime}\left(\xi_{1}\right)-f^{\prime \prime}\left(\xi_{2}\right)\right) \tag{10}
\end{equation*}
$$

Error estimate for optimal quadrature formula of the fourth order. The error estimate for the quadrature formula $Q^{\bar{\beta}}$ with $\bar{\beta}=\frac{1}{3+\sqrt{3}}$, which is, obviously of the fourth order, can be found in a more subtle way. In this case the Peano kernel $K_{\frac{1}{3+\sqrt{3}}, 4}(x)$ has the form:

$$
K_{\frac{1}{3+\sqrt{3}}, 4}(x)=\left\{\begin{array}{l}
\frac{h^{4}}{24}\left(\frac{x-a}{h}\right)^{4} \quad \text { for } \quad x \in[a, a+\beta h], \\
\frac{h^{4}}{24}\left(\left(\frac{x-a}{h}\right)^{4}-2\left(\frac{x-a}{h}\right)^{3}+\frac{6}{3+\sqrt{3}}\left(\frac{x-a}{h}\right)^{2}+(2+\sqrt{3})\left(\frac{x-a}{h}\right)+\frac{1}{27+15 \sqrt{3}}\right) \\
\text { for } x \in(a+\beta h, a+(1-\beta) h), \\
\frac{h^{4}}{24}\left(\frac{x-a}{h}-1\right)^{4} \quad \text { for } \quad x \in[a+(1-\beta) h, a+h] .
\end{array}\right.
$$

Its graph is given in Figure 4 below.


Fig. 4. Graph of the Peano kernel $K_{\frac{1}{3+\sqrt{3}}, 4}(x)$

A simple calculation leads to the relation

$$
\int_{a}^{b} K_{\frac{1}{3+\sqrt{3}}, 4}(x) d x=\frac{n h^{5}}{4320}=\frac{(b-a) h^{4}}{4320} .
$$

For $f \in C^{4}([a, b])$, we thus obtain the following estimate:

$$
\begin{equation*}
E^{\frac{1}{3+\sqrt{3}}}(f)=\frac{(b-a) h^{4}}{4320} f^{(4)}(\xi), \quad \xi \in[a, b] \tag{11}
\end{equation*}
$$

Example 1. Consider the integral

$$
J:=\int_{\frac{1}{4 \pi}}^{\frac{1}{\pi}} f(x) d x
$$

where $f(x):=\frac{\cos \frac{1}{x}-x \sin \frac{1}{x}}{2 x \sqrt{1-x \sin \frac{1}{x}}}$ (Fig. 1).
It is easy to verify by a direct calculation that the primitive function of $f(x)$ is the function $F(x)=\sqrt{1-x \sin \frac{1}{x}}$, so that $J=0$.

Consequently, the value $Q^{\beta}(f)(T a b .1)$ is equal to the error for the quadrature formula.


Fig. 5. Graph of the function $f(x)$ in Example 1

Table 1
Values of the error of $Q^{\beta}$ for the integral $J$

|  | $\beta=\frac{1}{6}$ | $\beta=\frac{1}{3}$ | $\beta=\frac{1}{3+\sqrt{3}}$ |
| :---: | :---: | :---: | :---: |
| $n=10$ | $5.463635 e-3$ | $-6.398709 e-3$ | $2.099473 e-3$ |
| $n=40$ | $3.385498 e-5$ | $-5.428245 e-5$ | $6.210446 e-6$ |

## 3. APPLICATIONS

In this section we demonstrate some applications of the family $Q^{\beta}$. We will take into account cubature formulas, integral equations and ordinary differential equations.

### 3.1. CONSTRUCTION OF THE PRODUCT CUBATURE FORMULA

If $Q(f)=\sum_{i=0}^{m} a_{i} f\left(t_{i}\right)$ is a quadrature formula of the $r$-th order for the integral $I(f)=\int_{0}^{1} f(t) d t$, then

$$
\widetilde{Q}(F)=\sum_{i_{1}=0}^{m} \ldots \sum_{i_{n}=0}^{m} a_{i_{1}} a_{i_{2}} \ldots a_{i_{n}} F\left(t_{i_{1}}, t_{i_{2}}, \ldots, t_{i_{n}}\right)
$$

defines so called product cubature formula for the integral

$$
\widetilde{I}(F)=\int_{[0,1]^{n}} F(x) d x
$$

where $F: \mathbb{R}^{n} \supset[0,1]^{n} \rightarrow \mathbb{R}$. It is proved (see [5]) that this cubature formula is of the $r$-th order too. An integral $\int_{\Omega} F(x) d x$ where $F: \mathbb{R}^{n} \supset \Omega \rightarrow \mathbb{R}, x=\left(x_{1}, \ldots, x_{n}\right)$ and $\Omega$ is a regular domain may be reduced to an integral over cube $[0,1]^{n}$ by a change of variables. For example, for a double integral $\iint_{\Omega} F\left(x_{1}, x_{2}\right) d x_{1} d x_{2}$, where $\Omega=\{x=$ $\left.\left(x_{1}, x_{2}\right): \quad a \leq x_{1} \leq b, \quad \varphi\left(x_{1}\right) \leq x_{2} \leq \psi\left(x_{1}\right)\right\} \subset \mathbb{R}^{2}$, we can do it by substitution $x_{1}\left(s_{1}, s_{2}\right)=\left(1-s_{1}\right) a+s_{1} b, x_{2}\left(s_{1}, s_{2}\right)=\left(1-s_{2}\right) \varphi\left(x_{1}\left(s_{1}, s_{2}\right)\right)+s_{2} \psi\left(x_{1}\left(s_{1}, s_{2}\right)\right)$.

So, if we put $Q^{\beta^{\star}}$ instead of $Q$ with $\beta^{\star}=\frac{1}{3+\sqrt{3}}$, then the suitable product cubature formula $\widetilde{Q^{\beta^{\star}}}$ is of the fourth order.
Example 2. Let us calculate the double integral

$$
I:=\iint_{\Omega} e^{-\left(x^{2}+y^{2}\right)} d x d y
$$

where $\Omega$ is the circle of radius 3 with centre at the origin. Its value can be computed by passing to polar coordinates. The exact value of the integral is $\pi\left(1-e^{-9}\right) \approx$ 3.141204950255893570 3. The application of cubature formula $\widetilde{Q^{\beta}}$ yields results with the error $\left(I-\widetilde{Q^{\beta}}\right)$. In Table 2, we give some exemplary values.

Table 2
Error arising if the cubature formula $Q^{\beta}$ is applied to computing integral $I$

|  | $\beta=\frac{1}{6}$ | $\beta=\frac{1}{3}$ | $\beta \frac{1}{3+\sqrt{3}}$ |
| :---: | :---: | :---: | :---: |
| $n=10$ | $6.249007 e-6$ | $-3.258042 e-5$ | $-7.661622 e-6$ |
| $n=30$ | $1.775033 e-6$ | $-5.495439 e-6$ | $-7.692695 e-7$ |

### 3.2. AN APPLICATION TO FREDHOLM INTEGRAL EQUATIONS

Let us consider the one-dimensional Fredholm equation of second kind in the form

$$
\begin{equation*}
\lambda u(x)-\int_{a}^{b} k(x, y) u(y) d y=f(x) \quad x \in[a, b] \tag{12}
\end{equation*}
$$

where $k$ and $f$ are continuous functions, and $\lambda \in \mathbb{R} \backslash\{0\}$. The Nyström method of solving this equation (see [1,4]) consists in replacing the integral appearing in equation (12) by a quadrature formula and equalizing both the sides of (12) in its nodes. We will here apply the quadrature formula $Q^{\beta}$.

Let us adopt the notations

$$
\begin{array}{lll}
\mu_{2 j}=a+j h+\beta h & \mu_{2 j+1}=a+(j+1) h-\beta h & \\
z_{2 j} \approx u\left(\mu_{2 j}\right) & z_{2 j+1} \approx u\left(\mu_{2 j+1}\right) & j=0,1, \ldots, n-1 .
\end{array}
$$

The Nyström method constructed by using quadrature formula $Q^{\beta}$ leads to a system of $2 n$ algebraic equations:

$$
\left\{\begin{array}{l}
\lambda z_{2 j}-\frac{h}{2} \sum_{l=0}^{n-1}\left(k\left(\mu_{2 j}, \mu_{2 l}\right) z_{2 l}+k\left(\mu_{2 j}, \mu_{2 l+1}\right) z_{2 l+1}\right)=f\left(\mu_{2 j}\right)  \tag{13}\\
\lambda z_{2 j+1}-\frac{h}{2} \sum_{l=0}^{n-1}\left(k\left(\mu_{2 j+1}, \mu_{2 l}\right) z_{2 l}+k\left(\mu_{2 j+1}, \mu_{2 l+1}\right) z_{2 l+1}\right)=f\left(\mu_{2 j+1}\right)
\end{array}\right.
$$

$(j=0,1, \ldots, n-1)$ in $2 n$ unknowns $z_{k}(k=0,1, \ldots, 2 n-1)$. We denote the matrix of this system by $A_{2 n}$. A discrete solution $z_{k}(k=0,1, \ldots, 2 n-1)$ may be extended onto the whole interval $[a, b]$ to the function

$$
z(x)=\frac{1}{\lambda}\left(f(x)+\frac{h}{2} \sum_{j=0}^{n-1}\left(k\left(x, \mu_{2 j}\right) z_{2 j}+k\left(x, \mu_{2 j+1}\right) z_{2 j+1}\right)\right) .
$$

In [1], an asymptotic error estimation of this method and the bound of $\operatorname{cond}\left(A_{2 n}\right)$ in a general case are given. Some generalization to non-continuous kernels is also given. These results may be transferred on to our particular case.
Example 3. Consider the integral equation

$$
\lambda u(x)-\int_{0}^{1} e^{x y} u(y) d y=f(x) \quad x \in[0,1]
$$

with $\lambda=2$. Since the norm of the integral operator in this equation is equal to $e-1 \approx$ 1.72 then the integral equation is uniquely solvable for any given $f \in C[0,1]$. For example: the function $u_{1}(x)=e^{x}$ is the solution for $f(x)=2 e^{x}+\frac{1-e^{x+1}}{x+1}$ and the function $u_{2}(x)=e^{-x} \cos x$ is the solution for $f(x)=2 e^{-x} \cos x-\frac{1-x+e^{x-1}((x-1) \cos 1+\sin 1)}{2+(x-2) x}$. By applying formulas (13) with $n=5$ and $\beta=\frac{1}{3+\sqrt{3}}$ we obtain results with maximum errors on quadrature $Q^{\beta}$ in the nodal points $1.76997 e-5$ in the first case and $5.835 e-7$ in the second case.

### 3.3. A METHOD OF SOLVING ORDINARY DIFFERENTIAL EQUATIONS

We consider the Cauchy initial problem

$$
\begin{equation*}
x^{\prime}=f(t, x), \quad x\left(t_{0}\right)=x_{0} \quad \text { for } \quad t \in I=\left[t_{0}, T\right], \tag{14}
\end{equation*}
$$

where $x: I \rightarrow \mathbb{R}^{n}, f: I \times \Omega \rightarrow \mathbb{R}^{n}$, with a domain $\Omega \subset \mathbb{R}^{n}$. We suppose $f$ to be continuous in the set $I \times \Omega$ and satisfy a Lipschitz condition there, with a constant $L>0$, with respect to the second variable, i.e., $\|f(t, x)-f(t, \tilde{x})\| \leq L\|x-\tilde{x}\|$ for each $t \in I$ and $x, \tilde{x} \in \Omega$. These assumptions guarantee that problem (14) has exactly one solution defined in a right-hand neighbourhood of the point $t_{0}$.

On the interval $\left[t_{0}, T\right]$, we introduce a uniform net $t_{i}=t_{0}+i h, i=0,1, \ldots, N$, where $N \in \mathbb{N} \backslash\{0,1\}$ is a given number and $h=\frac{T-t_{0}}{N}$.
Definition 1. We define an explicit one-step scheme of the form

$$
\begin{equation*}
x_{i+1}=x_{i}+h \Phi_{f}\left(h, t_{i}, x_{i}\right), \quad i=0,1, \ldots, N \tag{15}
\end{equation*}
$$

where $\Phi_{f}$ is a function depending on $f$, and $x_{i}$ denotes an approximate value of the solution $x$ of equation (14) at the nodal point $t_{i}$ (see [2]).

We consider scheme (15) in which

$$
\begin{align*}
& \Phi_{f}\left(h, t_{i}, x_{i}\right):=\frac{1}{2} f\left(t_{i}+\beta h, x_{i}+\beta h f\left(t_{i}+\beta \frac{h}{2}, x_{i}+\beta \frac{h}{2} f\left(t_{i}, x_{i}\right)\right)\right)+ \\
& +\frac{1}{2} f\left(t_{i}+(1-\beta) h, x_{i}+(1-\beta) h f\left(t_{i}+(1-\beta) \frac{h}{2}, x_{i}+(1-\beta) \frac{h}{2} f\left(t_{i}, x_{i}\right)\right)\right) \tag{16}
\end{align*}
$$

where $\beta=\frac{1}{3+\sqrt{3}}$.
Now we assume that the function $f$ is sufficiently smooth. From (15) and the expansion of function $x(t+h)$ into a Taylor series it follows that

$$
\Phi_{f}(h, t, x)=x^{\prime}(t)+\frac{h}{2} x^{\prime \prime}(t)+\frac{h^{2}}{6} x^{(3)}(t)+\frac{h^{3}}{24} x^{(4)}(t)+\ldots .
$$

From (14), after suitable differentiations, we get

$$
\begin{align*}
\Phi_{f}(h, t, x)= & f+\frac{h}{2}\left(f_{t}+f_{x} f\right)+\frac{h^{2}}{6}\left(f_{t} f_{x}+f\left(f_{x}\right)^{2}+f_{t t}+2 f f_{t x}+f^{2} f_{x x}\right)+ \\
& +\frac{h^{3}}{24}\left(3 f_{t} f_{t x}+3 f f_{t} f_{x x}+f_{t}\left(f_{x}\right)^{2}+5 f f_{x} f_{t x}+4 f^{2} f_{x} f_{x x}+\right.  \tag{17}\\
& \left.+f\left(f_{x}\right)^{3}+f_{x} f_{t t}+f_{t t t}+3 f f_{t t x}+3 f^{2} f_{t x x}+f^{3} f_{x x x}\right)+\ldots
\end{align*}
$$

Let us take the value of (17) at the point $\left(h, t_{i}, x_{i}\right)$. Subtracting this from the Taylor series expansion of the right-hand side of (16), we get

$$
\begin{equation*}
\left(\frac{1}{96} f_{t t} f_{x}+\frac{1}{48} f f_{t x} f_{x}+\frac{1}{24} f\left(f_{x}\right)^{2}+\frac{1}{24} f_{t}\left(f_{x}\right)^{2}+\frac{1}{96} f^{2} f_{x} f_{x x}\right) h^{3}+O\left(h^{4}\right) \tag{18}
\end{equation*}
$$

thus, method (16) is of the third order. The local error of the method, $r_{i}$, defined by the formula

$$
r_{i}=x\left(t_{i}+h\right)-x\left(t_{i}\right)-h \Phi\left(h, t_{i}, x\left(t_{i}\right)\right),
$$

with $x(\cdot)$ being an exact solution of equation (14), is equal to

$$
\begin{equation*}
r_{i}=\left(\frac{1}{96} f_{t t} f_{x}+\frac{1}{48} f f_{t x} f_{x}+\frac{1}{24} f\left(f_{x}\right)^{2}+\frac{1}{24} f_{t}\left(f_{x}\right)^{2}+\frac{1}{96} f^{2} f_{x} f_{x x}\right) h^{4}+O\left(h^{5}\right) \tag{19}
\end{equation*}
$$

having noticed that the function $f$ and all of its partial derivatives appearing in this formula, are calculated at the point $\left(t_{i}, x\left(t_{i}\right)\right)$. Figure 6 illustrates the domain of stability for scheme (15)-(16). It is interesting that this stability domain is the same


Fig. 6. Domain of stability for scheme (15)-(16)
as for the explicit Runge-Kutta method of the third order:

$$
\begin{gather*}
x_{i+1}=x_{i}+\frac{h}{9}\left(2 K_{1}+3 K_{2}+4 K_{3}\right)  \tag{20}\\
K_{1}=f\left(t_{i}, x_{i}\right), \quad K_{2}=f\left(t_{i}+\frac{h}{2}, x_{i}+\frac{h}{2} K_{1}\right), \quad K_{3}=f\left(t_{i}+\frac{3}{4} h, x_{i}+\frac{3}{4} h K_{2}\right) .
\end{gather*}
$$

Example 4. It is known that the system of equations (three-body gravitational problem):

$$
\begin{aligned}
& x_{1}=x_{3} \\
& x_{2}=x_{4} \\
& x_{3}=x_{1}+2 x_{4}-(1-\mu) \frac{x_{1}+\mu}{D_{1}}-\mu \frac{x_{1}-1+\mu}{D_{2}} \\
& x_{4}=x_{2}+2 x_{3}-(1-\mu) \frac{x_{2}}{D_{1}}-\mu \frac{x_{2}}{D_{2}}
\end{aligned}
$$

where $D_{1}=\left(\left(x_{1}+\mu\right)^{2}+x_{2}^{2}\right)^{3 / 2}, D_{2}=\left(\left(x_{1}-1+\mu\right)^{2}+x_{2}^{2}\right)^{3 / 2}, \mu=\frac{1}{81.45}$ with initial conditions $\left(x_{1}, x_{2}, x_{3}, x_{4}\right)(0)=(0.994,0,0,-2.001585106379082522405378622$ 24) has a periodical solution with period $T=17.065216560157965588917206$ 249. Solving this system by methods (15)-(16), (20) with step size $h=\frac{T}{n}$ we obtain the following results (Tab. 3).

## Table 3

Value of $x_{2}(T)$

|  | Method (15)-(16) | Method (20) |
| :---: | :---: | :---: |
| $n=100000$ | -0.000207 | -0.000126 |
| $n=150000$ | -0.000063 | -0.000038 |

The exact value $x_{2}(T)$ is equal to 0 .
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