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Abstract
Material Science is a key factor in the evolution of many industrial sectors. Fields such as the aeronautics, automotive, con-
struction, and biotechnology industries have experienced tremendous development with the introduction of advanced, high-
performance materials. Such materials not only provide new functionalities to products, but also significant consequences in 
terms of economic and environmental sustainability of the products and processes triggered by the more efficient use of energy 
that they provide. Under this scenario, materials that provide such high performance, such as high entropy alloys (HEAs) or 
polymer derived ceramics (PDCs), have captured the attention of both industry and researchers in recent years. However, the 
remarkable number of resources required to develop such materials, from its design phase to its synthesis and characterization, 
means that the discovery of new high-performance materials is moving at a relatively low pace. This fact places emergent 
strategies based on artificial intelligence (AI) for the design of materials in a good position to be used to accelerate the whole 
process, providing an impulse in the initial phases of materials design. The enormous number of combinations of elements and 
the complexity of synthesizability conditions of HEAs and PDCs respectively, paves the way to the deployment of AI tech-
niques such as Generative Models addressed in this work to create synthetic HEAs and PDCs for highly intensive industrial 
processes. A specific conditional tabular generative adversarial network (CTGAN) was developed to be used on tabular data 
to generate novel synthetic compounds for each kind of material. The generated synthetic data was based on the conventional 
parametric design parameters used for HEAs and PDCs, with specific datasets created for them. The real and generated data are 
compared, calculation of phase diagrams (CALPHAD) simulations are provided to evaluate the performance of the generated 
samples and a verification of the novel generated compositions is done in open materials databases available in the literature.
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1. Introduction

1.1. Artificial intelligence in material science

Computational methods have attracted significant in-
terest in the materials science community due to their 

ability to design new functional materials and com-
pounds through rapid and comprehensive prediction 
of the stability and properties of such materials (Butler 
et  al., 2016; Shevlin et  al., 2021). In recent years, it 
has been shown how data mining, machine learning, 
and mathematical optimization makes it possible to 
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systematically reveal the material processing-struc-
ture-property-performance relations in order to dis-
cover novel compounds and designs (Lee et al., 2021; 
Zhou et al., 2019). The generic materials informatics 
workflow begins with the identification and selection 
of the key components of the dataset after extracting 
and pre-processing data from the materials database 
and experiments. The reduced dataset is further exam-
ined to discover relationships between the components 
of interest. Thus, these relationships are utilized to 
generate the so-called inverse and forward models, the 
former of which can be used to design materials with 
the desired properties, whereas the latter is used for 
predictive analytics. In the final step, new experiments 
and computer simulations based on theoretical models 
are used to generate new data for the materials data-
bases (Curtarolo et al., 2012; Kirklin et al., 2015; Saal 
et al., 2013), thus closing the loop. But even with cur-
rent computing power being substantially enhanced 
through parallel computation and the use of Graphic 
Processing Units (GPUs), is still difficult to perform 
calculations (such as in density functional theory) in 
high numbers of samples and large volumes of atoms 
within a timeframe that allows the exploitation of such 
feedback loops.

To face the challenge of exploring such a  huge 
compositional space, artificial intelligence (AI) tech-
niques have been employed in chemical and mate-
rial science in recent years (Hart et  al., 2020, 2021; 
Mazheika et al., 2022). The emergence of large data-
sets (Curtarolo et al., 2012; Saal et al., 2013), driven by 
those previous computational studies and experiments 
compilations, opened a new landscape for the appli-
cation of machine learning methods in the prediction 
of material properties, phase transitions and stability 
in solid state domains (Lee et  al., 2021; Zhou et  al., 
2019). Methods that may be supervised, semi-super-
vised, or unsupervised, depending on the type and 
amount of available data (Mitchell et  al., 1990). So 
far, supervised learning (Cunningham et al., 2008) is 
the most mature and powerful of these approaches and 
is used in the majority of machine-learning studies in 
the physical sciences, such as in the mapping of chem-
ical composition to a property of interest. On the oth-
er hand, non-supervised learning (Barlow, 1989) can 
be used for more general analysis and classification 
of data or to identify previously unrecognized patterns 
in large datasets. Non-supervised learning techniques 
based on generative models have driven highly valu-
able methods to design new chemical compounds 
(Tong et  al., 2021). Nevertheless, the application of 
machine learning procedures in crystalline solids has 
a  significant delay compared with that in molecular 

chemistry. So far, the description of crystalline struc-
tures represents a remarkable constraint for feature en-
gineering which is essential for the employment of AI. 
As a consequence, supervised learning approaches fo-
cused on specific structures have mostly been used so 
far to predict the properties of crystalline solids (Lee 
et al., 2021; Zhou et al., 2019). Yet the role of AI in 
compound design remains a  territory to be explored 
in the case of solids.

In this work, we present the use of generative mod-
els for the automatic generation of two different mate-
rials using the same network architecture. Specifically, 
the use of a conditional tabular generative adversarial 
network (CTGAN) (Xu et  al., 2019) is introduced to 
digitally synthesize high entropy alloys (Cantor et al., 
2004; Wang et al., 2014) and polymer derived ceramics 
(Colombo et al., 2013; Sujith et al., 2021). These two 
materials were selected for two reasons. The first is the 
mechanical and thermal properties of both, which have 
captured the attention of processing industries such 
as steel or aluminium. The second reason is related to 
the intrinsic complexity of both materials, in terms of 
configurability for high entropy alloys and their depen-
dency on experimental conditions for polymer derived 
ceramics. The results of this approach are validated in 
terms of the novelty and performance of the materials 
considering industrial demands that have been defined 
in the context of the European Project ACHIEF (https://
www.achief.eu), which addresses the discovery of nov-
el high-performance materials.

1.2. High entropy alloys

In 2004, two independent research groups developed 
so-called high entropy alloys (HEAs) (Cantor et  al., 
2004; Yeh et al., 2004), a class of materials containing 
multiple principal chemical elements in near-equiatom-
ic proportions. These kinds of materials are of interest 
in many fields due to their remarkable physical prop-
erties, such as superior hardness, strength, and great 
wear resistance (Wang et al., 2021). Before the intro-
duction of the HEAs concept, the conventional alloying 
approach was based on a primary element, e.g., iron, 
followed by the addition of small amounts of secondary 
elements, e.g., chromium, to increase corrosion resis-
tance and carbon to increase the strength, see Figure 1. 
This primary element method makes the combination 
space of elements limited, whereas, in the case of 
HEAs, we have a perfect scenario to apply ML and AI 
methods. Furthermore, many exploitable combinations 
are still open for discovery with improved mechanical 
and thermodynamic performance.
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Fig. 1. Sketch of a conventional alloy and a HEA. A conventional alloy is composed of a primary element and small amounts of 
secondary elements. A HEA has no dominant element, being near-equiatomic, and the variability in atoms’ positions contributes 

to the high entropy effect

In HEAs, the presence of multiple chemical ele-
ments in near-equiatomic proportions (composed of 
five or more principal elements, possessing between 
5 at. % and 35 at. %) increases sufficiently the entropy 
of mixing, overcoming the enthalpy formation of the 
compounds, giving rise to stable solid solution forma-
tions, rather than intermetallic compounds (Yeh et al., 
2004). HEAs can also be defined in terms of mixing 
entropy by

�S R c c
i

n

i imix
� �

�
�
1

ln (1)

where ci is the stoichiometric ratio of the i-th compo-
nent in the alloy, and R = 8.314 J · mol–1 · K is the 
gas constant (Yeh, 2015). The mixing entropy can be 
written in terms of the gas constant R, so the HEAs 
are defined when a composition has ΔSmix > 1.5R. For  
1R < ΔS ≤ 1.5R compounds are defined as medium en-
tropy alloys (MEAs) and for ΔSmix < 1R low entropy 
alloys (LEAs) (Miracle et al., 2014; Yeh, 2013). From 
equation (1) it is possible to see that with the increase 
of the number of elements, the entropy also does, 
e.g., an alloy containing five equiatomic elements has  
ΔSmix = 1.61R and another one containing six equiatom-
ic elements has ΔSmix = 1.79R.

The high entropy effect in HEAs is important be-
cause it can enhance the formation of phases. Among 
the phases in which HEAs can be found, the alloys can 
be classified as amorphous (AM), intermetallic (IM), 
solid solution (SS), or a mixture of them. The SS phase 
means a significant or complete mixing of all constit-
uent elements in the structures of body-centred cubic 
(BCC), face-centred cubic (FCC), or hexagonal close-
packed (HCP). IM phases mean stoichiometric com-

pounds with specific Strukturbericht designation, such 
as B2 (NiAl) and L12 (Ni3Al) (Wang et al., 2014; Yeh, 
2013). The phase is an important parameter for HEAs 
since it determines the physical properties. For exam-
ple, to achieve high hardness, the SS is indicated, for 
better elasticity, the AM, and for great wear resistance, 
IM (Tsai et al., 2019; Wang et al., 2014).

1.3. Polymer derived ceramics

Polymer derived ceramics (PDCs) have been synthe-
sized since the 1960s and have attracted considerable 
interest due to their excellent behaviour at high tem-
peratures (Sujith et al., 2021), exhibiting good oxida-
tion and creep resistance, as well as being additive-free 
ceramic materials (Colombo et al., 2013).

It began with the synthesis of organosilicon poly-
mers to get PDCs, but progress in this area (Ainger 
& Herbert, 1960; Chantrell & Popper, 1964; Verbeek, 
1974; Verbeek & Winter, 1974; Winter et al., 1974; Ya-
jima et al., 1975, 1978) showed that precursors can be 
inorganic or organometallic systems (Colombo et  al., 
2013; Sujith et al., 2021). The precursor to PDC route 
is a complex process that consists of shaping and cross-
linking the precursor, then the pyrolysis step, and final-
ly, the crystallization to get the final ceramic (Colombo 
et al., 2013; Fu et al., 2019; see Figure 2). Apart from 
its complexity, this whole process has a huge impact on 
the behaviour of the final PDC. The final properties de-
pend on external factors to the PDCs composition, e.g., 
pyrolysis temperature, the atmosphere where pyroly-
sis is done, pyrolysis time, etc. (Colombo et al., 2013; 
Cross et al., 2006; Sujith et al., 2021).
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Fig. 2. Polymer derived ceramics synthesis by pyrolysis of polysiloxanes

Although there can be different kinds of precur-
sors, organosilicons are the most studied ones. Due to 
their mechanical, thermal, biological, and electrical 
properties (Colombo et al., 2013; Fu et al., 2019; Riedel 
et al., 2006), are of great interest for industrial applica-
tions such as information technology, energy, nano-sys-
tems, and biomedicine (Colombo et al., 2013). For the 
synthesis of PDCs, the most frequently used precursors 
are polysilane, polycarbosilane, polysilazane, and poly-
siloxane (Fu et al., 2019).

2. Methodology

2.1. HEAs dataset

For the purpose of feeding a generative model, a data-
set was developed. Based on previous work (Lee et al., 
2021; Zhou et al., 2019), it was concluded that some 
design parameters are needed in order to make it possi-
ble for the model to learn the relations between features 
and chemical composition of HEAs.

HEAs were collected from works available in 
the literature and merged (Gorsse et al., 2018; Miracle 
& Senkov, 2017; Tsai et al., 2019; Vaidya et al., 2019; 
Zhou et al., 2019). After prior filtering and the removal 
of duplicated compounds, the given dataset ended with 
1117 entries (Precker et al., 2021a). The phases were 
used as conditional training parameters, and because 
this information for some compounds was unknown, 
these were removed, so the dataset used to train the 

CTGAN model had at the end 1103 entries, composed 
of 195 AM, 362 IM, 350 SS, and 196 SS+IM.

Previous studies on predicting HEAs phases have 
used parametric approaches based on the Hume–Roth-
ery rules, which concern the mutual solubility at high 
temperatures (Gorsse et  al., 2018; Huang et  al., 2019; 
Li  et  al., 2020; Wang et  al., 2021; Zhang et  al., 2012, 
2019). Based on these works, 15 design parameters 
were chosen (see Table 1), calculated, and included in 
the preliminary dataset, i.e., the mean atomic radius a, 
where ci is the stoichiometric ratio and ri is the atomic 
radius of the i-th component in the alloy, δ is the atomic 
size difference, K  is the mean bulk modulus, where Ki 
is the bulk modulus of the i-th component in the alloy, 
σK is the bulk modulus’s standard deviation, χ is the Paul-
ing electronegativity, where χi is the Pauling electronega-
tivity of the i-th component in the alloy, Δχ is the Pauling 
electronegativity standard deviation, Tm is the average 
melting temperature, where Tmi is the melting tempera-
ture of the i-th component in the alloy, σTm  is the melt-
ing temperature standard deviation, ΔHmix is the mixing 
enthalpy, where Hij is the binary mixing enthalpy in the 
liquid phase, σΔH  is the binary mixing enthalpy standard 
deviation, ΔSmix  is the mixing entropy, where R is the gas 
constant, G is the mean shear modulus, where Gi shear 
modulus of the i-th component in the alloy, VEC is the 
valence electron concentration, where VECi is the va-
lence electron concentration of the i-th component in the 
alloy, σVEC is the valence electron concentration standard 
deviation, and E is the Young’s modulus, where Ei is the 
Young’s modulus of the i-th component in the alloy. 
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Table 1. HEAs design parameters

Parameter Equation
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Finally, 78 chemical elements and their corre-
sponding fraction in the alloy were included, as well as 
the name and the number of chemical elements of each 
alloy, which led to a dataset structure of 96 columns. 
This dataset is already available online via open-access 

at Zenodo (Precker et al., 2021a). However, after data 
pre-processing, some columns were not taken into ac-
count such as the name of the compounds, the number 
of chemical elements, and some of the 78 chemical ele-
ments to be part of the HEAs since they were not pres-
ent in any of the alloys in the dataset. This meant that 
dimensionality was reduced for training to 73 vector 
components (see Table 3).

2.2. PDCs dataset 

As for the case of the HEAs, it was necessary to define 
some characteristic parameters of PDCs related to their 
final composition. As mentioned before, the PDCs struc-
ture depends on external factors, with the initial precur-
sor being an important one. It is normally an organosil-
icon polymer, but sometimes can also be an inorganic 
system. This initial polymer is shaped, crosslinked, and 
then the pyrolysis process takes place. Finally, as the last 
step, it takes the crystallization route to obtain the final 
ceramic. Apart from the precursor, pyrolysis conditions 
modify the final PDCs behaviour (Colombo et al., 2013). 
As a  first approach, pyrolysis temperature, pyrolysis 
time, heating rate, dwelling time and gas atmosphere 
were selected as design parameters. For this purpose, 
PDCs found in the literature were collected, and pyrol-
ysis conditions were studied. Despite this, after having 
collected all the possible information, there was a lack of 
data for heating rate and dwelling time, so finally, com-
pounds with at least three of the features were taken into 
consideration, as can be seen in Table 2.

Table 2. PDCs design parameters

Parameter Description

Precursor
Initial polymer which after 
pyrolysis process will become 
a PDC

Pyrolysis temperature Temperature at which pyrolysis 
process takes place

Pyrolysis time Time that lasts the pyrolysis 
process

Gas atmosphere Atmosphere where pyrolysis 
takes place

In the training dataset, repeated final PDCs com-
positions are to be found, since different experimental 
conditions can lead to the same final polymer derived 
ceramic. For this reason, filtering was conducted to 
avoid duplicated compounds in the dataset. So, after all 
the above-mentioned processes, 181 PDCs were col-
lected to form the dataset (Precker et al., 2021b), which 
is not a large number in comparison to HEAs, but due 
to the lack of data in the literature, it was not possible 
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to create a larger one. Apart from the design parameters 
shown in Table 2, the number of chemical elements, 
the name of the compounds, and the concentration of 
78 chemical elements which could be a possible part 
of the compounds were also included in the dataset, 
together with those 4 mentioned features, which led 
to a dataset constituted of 85 columns which is open 
access in Zenodo (Precker et al., 2021b). As for HEAs, 
a pre-processing of data was done to reduce dimension-
ality for the training of the algorithm and at the end, 
only 17 dimensions remained (see Table 4), since many 
columns were removed, such as name of the com-
pounds, the number of elements, and some chemical 
elements which were to be part of the final PDCs.

2.3. Neural network

A  neural network (NN) can be fed with a  dataset, so 
that it will learn the relationship between the features 
present in that dataset, i.e., what characterizes an out-
put, and classify it accordingly. NNs are also able to cre-
ate synthetic data that is very close to the real data, and 
that is exactly what the generative adversarial networks 
(GANs) do due to their ability to generate realistic fake 
content. A GAN is a generative model first used to create 
images (Goodfellow et al., 2014), but now the scope is 
extended to create other contents, e.g., furniture designs 
for 3D printing (González-Val & Muíños-Landín, 2020).

The GANs work with two NN models, one compet-
ing against the other. One of the models is called the gen-
erator (G), responsible for generating synthetic data from 
a noisy entry z (a bunch of random values, e.g., random-
ized values from a normal distribution between 0 and 1), 

which tries to generate a  synthetic sample as close as 
possible to a real one. The other model is called discrim-
inator (D), which is trained with both real and fake data, 
learning the difference between them, and classifying the 
data from the generator as real or fake (see Figure 3). The 
results from the discriminator’s classification are used as 
input for the generator, which learns from these results 
and calibrates its weight to generate samples that appear 
closer to the real samples. After the generator improves 
its generated data, the discriminator is also improved, be-
ing updated by the new samples coming from the genera-
tor, calibrating its weights, and working as a loop, where 
the discriminator tries to become better at differentiating 
the real data from the generated.

Generative adversarial networks are a large fam-
ily, but the most suitable GAN for this work is the 
conditional tabular generative adversarial network 
(CTGAN) (Xu et al., 2019). This specific kind of GAN 
provides solutions to data problems such as mixed data 
types, non-Gaussian distributions, multi-modal distri-
butions, learning from sparse one-hot-encoded vectors, 
and highly imbalanced categorical columns, aspects 
which normal GANs do not address. Since the data-
sets are comprised of mixed types of data, containing 
discrete and continuous values, the CTGAN addresses 
the needs imposed by the data, and it can be used to 
generate new synthetic tabular data. The CTGAN can 
be conditioned using some extra information y, which 
can be any kind of auxiliary information, feeding the 
network with an additional input layer, e.g., class labels 
or data from other modalities. In a conditional GAN, 
the networks G and D are trained and optimized in an 
adversarial learning framework, called the objective 
function, as in Equation (2) (Mirza & Osindero, 2014).

Fig. 3. Generative adversarial network (GAN) architecture composed of a generator G, and a discriminator D.  
The G takes a random entry z and creates new samples. D tries to differentiate real samples from generated ones
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where x represents the real data, and y the conditioned 
information. In the conditional training, the CTGAN 
encodes the conditioned tabular data columns and cate-
gorical variables in condition vectors, using these vec-
tors as generator inputs. This architecture uses recent 
GAN approaches where the quality and stability of the 
generated data are improved, e.g., it uses the discrim-
inator of the PacGAN (Lin et  al., 2018) and the loss 
function of the WGAN-GP (Gulrajani et al., 2017), de-
fined as:
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where: the two first terms are the original loss of the 
WGAN (Arjovsky et  al., 2017) and the last term the 
gradient penalty loss, implemented to control the dis-
criminator’s gradient for random samples, ˆˆ ˆ xx P x  

represents samples that are interpolated by the real 
data, λ is the gradient coefficient penalty, and the dis-
tribution of the real and generated data are represented 
by Pr and Pg.

Figure 3 shows CTGAN’s architecture sketch, 
comprised of the generator and discriminator models 
with the conditional entries used in this work, i.e., the 
phases, stoichiometry, and PDCs’ design parameters to 
obtain the desired modes from the trained model. Ta-
ble 3 and Table 4 summarize the used architecture. The 
following parameters were used in both G and D neu-
ral networks models: Adam optimizer with a learning 
rate of 2 × 10–4 and weight decay of 1 × 10–6. For G, 
the ReLU activation was used in the input and hidden 
layers, and a softmax activation function in the case of 
the conditioned data, ensuring only positive values and 
a  tanh activation function for the rest of the outputs. 
For D, the LeakyReLU activation was used in the input 
and hidden layers, and the sigmoid activation function 
in the output. Finally, the batch size was bigger for the 
HEAs’ case than for the PDCs’, due to the difference in 
the quantity of data used for training.

Table 3. CTGAN architecture for HEAs training

Layer
Generator Discriminator

type dimension type dimension
Input latent + cond. 90 features + cond. 73
Hidden 1 dense layer 256 dense layer 256
Hidden 2 dense layer 128 dense layer 128
Output dense layer 73 dense layer 1

Table 4. CTGAN architecture for PDCs training

Layer
Generator Discriminator

type dimension type dimension
Input latent + cond. 50 features + cond. 17
Hidden 1 dense layer 256 dense layer 256
Hidden 2 dense layer 128 dense layer 128
Output dense layer 17 dense layer 1

3. Results and validation

The CTGAN was fed for each material case with data 
from real compounds as input, containing the stoichi-
ometry and the design parameters. The loss function for 
G and D versus the training epochs for each training 
episode is shown in Figure 4. The convergence of the 
loss function in both G and D for the HEAs’ case occurs 
at approximately epoch 50, which means that from this 
point, the model reached a limit where G and D stopped 

evolving. In the case of the PDCs, the convergence be-
gins at approximately epoch 100.

The evaluation metrics used to get the score of 
the model were CSTest, KSTest, KSTestExtended, 
and ContinuousKLDivergence, which are statistical 
metrics found in the ecosystem of libraries of the 
synthetic data vault (SDV) (Patki et  al., 2016). The 
average score value obtained from all these metrics 
together reached a value of 93% for HEAs and 81% 
for PDCs.
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a)						            b)

Fig. 4. Evolution of the loss functions for the: a) HEAs’ case, where the convergence of discriminator and generator after 
epoch 50 means that one of the models stopped evolving, and consequently, the second model also stops to evolve since it’s 
a competition between generating fake samples that look real and discriminating these samples as real and fake; b) PDCs’ case 

where the convergence begins at approximately epoch 100

Once the model was trained, synthetic data based 
on the knowledge acquired during the training process 
was generated. For HEAs, the outputs provided by the 
CTGAN were the same 73 parameters used as inputs, 
i.e., the 15 design features, the 4 phases, and the col-
umns containing the chemical elements fraction. For 
PDCs, the output was composed of 17 parameters, 
where there were the 4 design parameters and the col-
umns referred to the stoichiometry.

3.1. Validation of high entropy alloys 

Given the trained model with the created dataset, the 
neural network generated synthetic candidates, which 
must be evaluated in order to check if they accomplish 
the needed properties to be HEAs.

Within the generation, new compositions were 
also delivered by the CTGAN. Between the generated 
compounds, an experimentally known HEA that was 
not included in the initial dataset was generated, the 
TiZrCuNiBe, and the correct phase AM was attribut-
ed (Ding & Yao, 2013), which means that this method 
really opens the possibility of generating real HEAs. 
Some other examples of possible HEAs candidates 
(experimentally not proved) were generated, such as 
B2CoGa2VZr, Al0.5BCoCr3FeMn, AlCoNdNiTi, and 
CoCuFeSn3TiZn0.5.

Some of the present compounds in the initial data-
set and some generated compounds were taken for eval-
uation in DFT-based open databases for materials, the 
Open Quantum Materials Database (OQMD) (Kirklin 
et  al., 2015; Saal et  al., 2013) and Automatic-FLOW 
for Materials Discovery (AFLOW) (Curtarolo et  al., 
2012). Figure 5 shows in the upper part four aleatory 

selected compounds from the HEAs dataset (real com-
pounds), and at the bottom, four compounds selected 
from the CTGAN generation (synthetic compounds). 
They are classified according to their phase, i.e., the 
real phase for the dataset compounds and the expected 
phase attributed by the CTGAN for the generated com-
pounds. The bars inside the phase areas compare the 
mixing enthalpy ΔH for the real compounds (in the case 
of the dataset, calculated from Table 1) and synthetic 
with the mixing enthalpy calculated from the OQMD. 
When compared, the values are in good agreement in 
both cases for the real and synthetic data. Note that for 
comparison purposes, the mixing enthalpy modulus 
|ΔH| was used in Figure 5. Other generated compounds 
were found in the database of AFLOW, e.g., AlCuTi, 
Al0.5CuV, AlFeNi, and AlCrNiTi, which once more val-
idates the CTGAN as a generative candidate model for 
the discovery of novel HEAs.

An objective reinforced architecture was planned 
for the main GAN approach, including function per-
formance parameters from the simulations as a reward. 
Under such an approach (ORGAN), a numeric function 
is defined to provide a reward or a penalty to the GAN 
architecture in order to promote some types of gener-
ated candidates over others. However, due to the inter-
action time between AI and simulation results, a Re-
inforcement Learning approach could not cope with 
such a low number of learning episodes. To overcome 
this limitation, a direct screening was done iteratively 
instead of a numeric function following different crite-
riums in terms of toxicity, material costs, and stability. 
This was to ensure that the developed tool only gener-
ates compounds that fulfil no toxicity, cost minimiza-
tion, and stability assessment. Based on stability analy-
sis, compounds that include Ni were always promoted, 
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ensuring that none of the chemical elements of the com-
position goes beyond 35% so that the HEA definition re-
mains unviolated. This last conclusion was taken from 
diagram phases, so as it is convenient, the presence of 
gamma prime phase (FCC_L12) for applications at high 
temperatures, its presence was analysed. As it shows 
the phase diagram for Al0.15Co0.19Fe0.19Ni0.28Mn0.19 Fig-
ure 6a it was concluded that in comparison with other 
compounds such as Al0.36Co0.17Fe0.11Ni0.2Ti0.17 Figure 6b 
components with more Ni, had an adequate quantity of 
this mentioned phase at higher temperatures. Regard-

ing costs and toxicity Li, N, Na, P, Sc, V, Cr, Zn, Ga, 
Sr, Y, Zr, Nb, Mo, Ru, Rh, Cd, In, Sn, La, Ce, Pr, Sm, 
Gd, Tb, Dy, Ho, Er, Tm, Yb, Lu, Hf, Ta, W, Re, Pt, 
Pb and Bi were identified as elements to be avoided 
by the generator in the developed approach. Based on 
the high entropy alloy definition, compounds that have 
between 5 and 10 elements were taken into account. 
Finally, VEC values given in the output were used to 
check their accordance with those provided by stoichi-
ometry. Screening removed those compounds that did 
not accomplish this requirement.

Fig. 5. Main results from the generative approach. Comparison of real values of ΔH for HEAs and those generated by our 
CTGAN. The figure shows results for the four different phases, AM, IM, SS, and SS+IM, separated in columns. Note that 
absolute values are shown (all the obtained values for ΔH are negative). The dark boxes contain compounds and ΔH values from 
real compounds (dark red columns), while those contained in the faded color boxes (blue columns) have been obtained with 
the CTGAN. The values of ΔH from the dataset and also those generated by the CTGAN are compared with the calculations 

performed using the OQMD

a)						            b)

Fig. 6. Phase diagram of: a) Al0.15Co0.19Fe0.19Ni0.28Mn0.19 which presents the gamma prime phase (FCC_L12 (γ′))  
at higher temperatures than other compounds studied; b) Al0.36Co0.17Fe0.11Ni0.2Ti0.17 which does not present the gamma prime phase
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3.2. Validation of polymer derived ceramics

Once the CTGAN generates samples as possible PDC 
candidates, some validation method was needed in or-
der to assure that those synthetic compounds achieve 
the properties required of the desired material.

It is widely known that SiOC and SiCN systems are 
the most studied factors in this respect. SiOC systems 
present more negative enthalpy of a  formation relative 
to their crystalline constituents. It ranges from −20 to 
−70 kJ/mol and some of them reach −128 kJ/mol, while 
SiCN system’s enthalpy of formation is less negative, 
and some of them are near zero or slightly, turning them 
less stable than the SiOC systems (Wen et al., 2020). As 
a way of validation, some generated PDCs of both fami-
lies were introduced in the DFT-based platform OQMD 
(Kirklin et al., 2015; Saal et al., 2013), so that their en-
thalpy of formation was computed, and with this, it was 
checked as expected that the ones from the SiOC family 
presented a  more negative enthalpy of formation than 
those of the SiCN family, which is consistent with those 
synthetic candidates as possible PDC candidates.

Since the generation for PDCs was based on 
experimental features, external feedback was need-
ed. Based on previous experimental conditions (Vry 
et  al., 2020) a  previous screening prior to validation 
was done. The pyrolysis temperature was set between 
1000°C and 1400°C, the atmosphere used was argon, 
the precursor polysiloxane, and the pyrolysis time was 
no longer than 4 h due to production costs. Finally, only 
SiOC PDCs were considered since they show improved 
mechanical properties such as Young’s modulus, hard-
ness, and creep resistance (Wen et al., 2020). A way to 
compute the free carbon quantity was also found with 
a stoichiometric formula for this family of compounds, 

so since a big amount of this can reduce some mechan-
ical properties (Sorarù et al., 2018; Sujith et al., 2021; 
Wen et al., 2020), candidates with no more of 50% of 
free carbon were taken into consideration. 

After this screening process, a CALPHAD anal-
ysis with ThermoCalc was conducted on the generat-
ed PDCs to gain indications of which phases could be 
present at pyrolysis temperatures. Since ThermoCalc is 
not calibrated for this kind of material, the phase di-
agrams need to be considered indicative at best. The 
phase diagrams were generated depending on tempera-
ture and ternary ones at fixed temperatures.

Regarding the temperature-depending ones, SiC, 
SiO2, and the graphite phases, the results found are in 
agreement with the literature. Then, taking into consid-
eration the graphite phase (free carbon), its amount at 
room temperature was compared with the one comput-
ed using the stoichiometric formula mentioned in Ta-
ble 5 (Martínez-Crespiera et al., 2011). It can be said 
that both values were in the same range for most of 
the cases, so it can be concluded that the stoichiometric 
formula is in accordance with the simulations.

For the ternary ones, as for the use case, it required 
a temperature above 750°C, fixed at 1400°C. The most 
stable compounds are expected to be localized in the 
middle of the diagram in Figure 8, so taking this into 
account alongside the amount of free carbon computed 
with the equations from Table 5, and having compared 
it with the quantity given by the phase diagram of Fig-
ure 7a at room temperature, it can be concluded that the 
compound SiO0.04C (free carbon from Table 5: 1.96%) 
could be a good candidate. However, in the case of Fig-
ure 7b, there is no free carbon at pyrolysis temperature 
and it is not placed in the middle of Figure 8, so it can 
be concluded that it would not be a good candidate.

Table 5. Equations to compute mol fractions of SiO2, SiC, and free carbon of SiOC systems
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a)						            b)

Fig. 7. Temperature dependence of the phases for the generated: a) PDC SiO0.04C; b) PDC Si3OC0.48

Fig. 8. Ternary diagram at a fixed temperature of 1400°C to predict the most stable PDC candidates

4. Conclusion

This work has presented how generative models can 
be used to design two different materials: high-entropy 
alloys and polymer derived ceramics. For that purpose, 
two specific datasets were designed and presented with 
a specific selection of features for each case based on 
the existing data. The outcome of the models has also 
been validated through computational methods, demon-
strating the utility of the AI-based tool. The presented 
work might be an important contribution to the Gen-

erative-based methodologies (Menon & Ranganathan, 
2022) for materials design and a first step towards the 
AI-driven design of high-performance materials based 
on industrial requirements or resource availability con-
straints. Once developed, the contrast between the time 
required for a compound discovery is profound. While 
months are typically required for experimentation and 
physical testing to drive the discovery of a  material, 
now only in a few seconds, the method presented in this 
paper provides hundreds of possible alloys or PDCs. 
Future work focused on other types of materials will 
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reinforce the utility of such a tool, but also its integra-
tion within an easy-to-use and explainable framework 
will enhance the impact of developments like the one 
presented in this work.
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