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Abstract Data analysis becomes difficult when the amount of the data increases. More

specifically, extracting meaningful insights from this vast amount of data and

grouping it based on its shared features without human intervention requires ad-

vanced methodologies. There are topic-modeling methods that help overcome

this problem in text analyses for downstream tasks (such as sentiment analy-

sis, spam detection, and news classification). In this research, we benchmark

several classifiers (namely, random forest, AdaBoost, naive Bayes, and logis-

tic regression) using the classical latent Dirichlet allocation (LDA) and n-stage

LDA topic-modeling methods for feature extraction in headline classification.

We ran our experiments on three and five classes of publicly available Turk-

ish and English datasets. We have demonstrated that, as a feature extractor,

n-stage LDA obtains state-of-the-art performance for any downstream classifier.

It should also be noted that random forest was the most successful algorithm

for both datasets.
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1. Introduction

Information systems enable many companies to utilize large amounts of data in order

to make their decisions. Data needs to be structured in order to use it as a knowledge

base for decision-making; however, this is not a trivial process – especially in the

text domain. Textual data with large dimensions is difficult to structure and ana-

lyze; therefore, text-mining methods have been developed. Text mining is the process

of extracting insightful information from generally unstructured text; hence, next-

generation online platforms can take advantage of different text-mining techniques

like natural language processing (NLP), information retrieval, text classification, clus-

tering, topic modeling, and text summarization. Also, text-mining techniques can be

adopted in risk management, social media analysis, business intelligence, and fraud

detection [10].

Topic modeling is one of the application areas of text mining. Topic models

are machine-learning (ML) algorithms that are used to latent thematic structures

from large corpora. Latent thematic structures are automatically derived from the

statistical properties of the documents; hence, prior labeling or annotation is not

required [28]. Topic modeling is used in many areas like sentiment analysis, spam

detection, and headline classification. Latent Dirichlet allocation (LDA), latent se-

mantic indexing, and the hierarchical Dirichlet process are examples of topic-modeling

methods.

In this research, headline classification was performed by ML methods when using

topic-modeling methods. As a feature extractor, LDA was chosen over other tech-

niques since it provides a reliable representation of extensive text data in order to find

different topics and their densities. In addition to the classical LDA (1-LDA), n-stage

LDA (n-LDA) [13] was also used in the pipeline to show its impact. The n-LDA

method reduces the word count in a corpus, as it allows for the deletion of words that

have less weight than the threshold value within the topics. Thus, more successful

topic modeling can be done with fewer corpora as compared to 1-LDA. The success

of the ML methods was investigated by showing the positive effect of n-LDA in this

study for both English and Turkish datasets. The contributions of this research can

be summarized as follows:

• The effect of the ML algorithms was studied when using topic models.

• The impact of the n-LDA model was analyzed and compared with the 1-LDA

model for headline classification.

• The faster speed and more successful nature was shown for the developed n-LDA

model as compared to the 1-LDA model. The language-agnostic manner in which

the n-LDA models can be used was also proven.

The remainder of the article is structured as follows. The literature research on

topic modeling and news headlines is explained under the title “Related Work” in Sec-

tion 2. Section 3 describes the tools and datasets that were used for the data analysis
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as well as the utilized feature-extraction and machine-learning methods. Section 4

specifies the outputs of the analysis of the LDA and ML methods on the datasets.

Finally, the conclusions of this research are discussed.

2. Related work

In the literature research, there are many studies on the LDA topic model and news

headlines. These studies are mentioned separately under two subheadings.

2.1. Topic modeling

Garćıa-Pablos et al. [11] described W2LDA, an unsupervised system based on LDA.

This system performs aspect category classification, aspect-term and opinion-word

separation, and sentiment polarity classification along with some other unsupervised

methods and minimum configuration steps for any domain and language. The authors

evaluated W2VLDA using customer reviews and compared it with other LDA-based

methods. They also evaluated the performance using the aspect-based sentiment-

analysis subset of the multilingual SemEval 2016 Task 5 dataset.

Akhtar et al. [1] aimed to summarize and analyze user reviews of hotels on the

TripAdvisor website. They applied NLP techniques to reveal some important infor-

mation. They categorized customer reviews and then used topic-modeling techniques

to reveal hidden issues on classified data. They applied the LDA topic-modeling

technique to identify hidden information and aspects and subsequently conducted

sentiment analysis on classified sentences and summarizations.

Bastani et al. [3] proposed an approach that was based on LDA to analyze cus-

tomer complaints from the Consumer Financial Protection Bureau (CFPB). The pro-

posed LDA extracted confidential topics from consumer complaints, assigning a prob-

abilistic mix of topics to consumer complaints. Their approach aimed to extract latent

topics in the CFPB complaints and examine their associated trends over time.

Wang et al. [29] proposed a new framework for applying online product reviews

for analyzing customer preferences for two competitive products. They extracted the

critical topics of online reviews for two specific competitive products via LDA. They

also used topic-difference analysis to show the unique topics of the two products.

They identified the strengths and weaknesses of both products for their competition.

Du et al. [9] focused on tracking and extracting the hot topic of microblog

posts. They proposed an improved topic-extraction model that was based on LDA

(MF-LDA) to extract hot topics from microblog posts. They developed a hot-topic

life-cycle model (HTLCM) to see the evolutionary trends of the topics. HTLCM

identified whether or not an issue was a candidate hot topic. They proposed a hot

topic-tracking algorithm that combined MF-LDA and HTLCM for measuring their

success. Their algorithm has been more successful than LDA.

Xing et al. [31] used LDA to identify underlying patterns in the language of stu-

dents who were writing scientific arguments about a complex scientific phenomenon;
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namely, the Albedo Effect. LDA was performed to electronically store the arguments

that were written by the students regarding global temperatures. They showed that

LDA could discover semantic patterns in specific science areas and could be used as

a tool for content analysis.

Sommeria-Klein et al. [26] predicted that LDA could be used to separate en-

vironmental DNA samples into overlapping assemblages of co-formed taxa. They

compared LDA’s performance on the abundance and occurrence data and measured

the robustness of the LDA decomposition by measuring its stability according to the

initialization of the algorithm.

Li et al. [20] applied a harmonization procedure with the LDA model to combine

two land cover crops with a 30-m resolution. The LDA model generated a harmonized

class label for each pixel by statistically characterizing the land attributes from the

class co-occurrences. They evaluated its success using the LDA model in conjunction

with the more widely used error matrices or semantic similarity scores for compliance.

They showed that using LDA with error matrices was more successful than using LDA.

Güven et al. [14] compared the proposed n-stage LDA method with other topic-

modeling methods in a sentiment analysis of Turkish tweets. In the method, they

suggested reducing the terms that were used in creating the model in LDA. The

n-stage LDA method that they developed increased the accuracy value as compared

to normal LDA.

2.2. Headline classification

Li et al. [19] proposed a text-based framework (namely, TBF) to estimate agricultural

futures prices that took full advantage of information from online news to advance the

forecasting of performance. They used a topic model called dependency decomposition

sentence LDA to extract the influencing factors of agricultural futures from online

headlines.

Kim et al. [17] measured the click-value of individual words in headlines; then,

they proposed an LDA-based headline click-based topic model (HCTM) to identify

words that could bring more clicks to the headlines. They showed that, by evaluating

the topics and clicks together with HCTM, they could detect changes in the user

interests in the topics.

Omidvar et al. [23] proposed four indicators to determine the quality of published

headlines based on the number of clicks and their obtained lifetimes by a website log

analysis. Then, they used a deep-learning model that could predict the quality of

unpublished headlines.

Liu et al. [21] developed a news frame-detection approach and fine-tuned the

BERT model to achieve multi-class classifications of news article titles. Their training

and test evaluation used a new dataset of headlines that were related to gun violence

in the United States. They compared their approach with previous methods and were

more successful in automatic news frame detection.
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Seifollahi and Shajari [25] identified essential words and appropriate senses within

a somewhat textual headline content training. Their proposed word sense disam-

biguation method increased the accuracy that could be achieved when integrated

with a system that predicts the directional movement of the EUR/USD exchange

rate by the sentiment analysis of headlines.

Atzeni et al. [2] proposed an approach by using the contents in the Semantic Web

domain to estimate real-valued sentiment scores. They evaluated their approaches

on two different datasets that consisted of microblog messages and financial news

headlines. They tested their approach by using feature sets that included lexical and

semantic features as well as a combination of both.

Lu et al. [22] proposed an approach for headline classification based on multiple

representational mixed models with ensemble and attention learning. They combined

the character level by modeling it into the word level feature of the headlines and

strengthened the semantic representation by reducing the effect of the word segmen-

tation. They also used an attention mechanism to emphasize characters or words.

3. Methodology

The datasets and tools that were used are described in this section. Next, the feature-

extraction methods and ML algorithms are explained. The feature-extraction meth-

ods were LDA and n-stage LDA in this research. Random forest (RF), AdaBoost

(ADB), naive Bayes (NB), and logistic regression (LR) are described for the ML

algorithms. The methodology of this study is shown in Figure 1.

Figure 1. Methodology of this study

The topics are extracted by giving preprocessed datasets to the LDA methods.

With the obtained topics, a file is created for the ML algorithms. For each headline,

the attributes are created by calculating the weight values of each topic, and the label

of the news is added in this file. Then, the headline classification is performed by the

ML algorithms with this file.
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3.1. Dataset description

The Turkish dataset1 consisted of headlines from sites such as Mynet and Milliyet (see

Fig. 2a). There were five news classes in the dataset, including economy, magazine,

politics, sports, and life labels. There were 600 headlines for each news class. The

dataset was trained and tested with three and five classes. One thousand eight hun-

dred headlines were used for three classes (economy, life, sports), and three thousand

headlines were used for five classes.

The English dataset2 contained headlines from the UCI news and sports web-

sites (see Fig. 2b). The dataset consisted of five classes, including business, entertain-

ment, medicine, science&technology, and sports labels. There were 1000 headlines

for each class. Two different datasets were used as three (entertainment, medicine,

science&technology) and five classes during the training and test phases.

a) b)

Figure 2. Word clouds for datasets: a) Turkish dataset; b) English dataset

3.2. Tool description

Tools were used to implement the stemming operations and measure the success of

the ML algorithms for the data that was obtained with the LDA models.

Stemming Library: While Zemberek3 was performed for the Turkish dataset,

the PorterStemmer4 library was performed for English during the stemming process.

Zemberek is an open-source Turkish NLP library, and it was completely developed in

Java. PorterStemmer is a word-analysis tool that is installed with the NLTK library.

It performs morphological analyses of words in English and determines the stem of

each word.

1https://www.kaggle.com/anil1055/turkish-headlines-dataset
2https://www.kaggle.com/anil1055/english-headlines-dataset
3http://www.java2s.com/Code/Jar/z/Downloadzemberektr21jar.htm
4https://www.nltk.org/ modules/nltk/stem/porter.html

https://www.kaggle.com/anil1055/turkish-headlines-dataset
https://www.kaggle.com/anil1055/english-headlines-dataset
http://www.java2s.com/Code/Jar/z/Downloadzemberektr21jar.htm
https://www.nltk.org/_modules/nltk/stem/porter.html
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Orange Data Mining Tool: Orange5 is open-source and free distributed data-

analysis and ML software. This software contains libraries and components for data

visualization, data analysis, etc.; it features flexibility and fast-working features. Com-

ponents such as data preprocessing, feature scoring, feature filtering, modeling, model

evaluation, and knowledge-discovery techniques are included in this software.

3.3. Feature-extraction methods

3.3.1. Latent Dirichlet allocation

LDA is a probabilistic model that uses Bayes on documents for topic modeling; it is

an unsupervised clustering algorithm that automatically defines topics between text

documents. Each topic indicates a multinomial distribution over the vocabulary [15].

LDA assumes that (1) a text document consists of various topics, (2) each topic con-

sists of many words, and (3) the probability of each topic appearing in a particular

text document is calculated. The topics are defined in large text documents by ex-

amining the rate of words that appear in a particular text document and an entire

corpus [31]. With LDA, the terms in a document that are set to form a vocabulary

are then performed to explore the hidden topics. Documents appear as a mix of topics

with a probability distribution according to terms; then, each document is observed

as a probability distribution over a set of topics [16].

Figure 3. Structure of LDA [4]

The structure of LDA is shown in Figure 3 – the nodes represent random vari-

ables, and possible connections between nodes are represented by using edges. In

Figure 3, α is the topic distribution per document, β is the word distribution per

topic, θ is the topic distribution of a given document, z is the topic that is assigned to

each word, and w indicates the observed word. The α and β parameters are sampled

once a model is started, while θ parameter is sampled for each document [4].

It is crucial to determine an optimum topic number for LDA. The perplex-

ity value does not express the semantic coherence of a topic [18]; hence, the coherence

value is used to determine the topic number in this study. The topic coherence value

5https://orangedatamining.com/

https://orangedatamining.com/
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scores a lone topic by calculating the degree of semantic similarity among the high-

scoring words in the topic. This value helps to distinguish semantically interpretable

topics [27].

3.3.2. n-stage latent Dirichlet allocation

Using the LDA algorithm, the n-stage LDA (n-LDA)6 method was proposed in [12].

The proposed method was named n-stages because the n value is dynamic according

to the size of the dataset that is used. This method aims to generate a faster and

more successful topic model with fewer words in the dictionary. The processes of the

n-stage method is shown in Figure 4, which shows that the threshold value calculation

for each topic has an important role in the n-stage method.

Figure 4. The Processes of n-stage method

The topics and the word-weight values of each topic are obtained with the LDA

model. In the n-LDA method, the threshold value for each topic is calculated ac-

cording to the weights of the words. The threshold value is calculated for each topic

by proportioning the total weight of all of the words to the word count in the topic.

Words with lower weights than the threshold value are removed for each topic; thus,

a new dictionary is created with fewer words for the model. The LDA algorithm

is remodeled with the new dictionary; the pseudocode of this method is shown in

Figure 5.

6https://github.com/anil1055/n-stage LDA

https://github.com/anil1055/n-stage_LDA
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Figure 5. Pseudocode for n-stage LDA method

3.4. Machine-learning algorithms

3.4.1. Random Forest

RF is an ensemble-learning technique that ranks the importance of each estimator that

is included in a model by generating multiple decision trees; it reduces the variance as

compared to single decision trees [24]. Each node of a tree considers a different subset

of randomly selected estimators; from this, the best estimator is selected and split on.

Each tree is created using a different random bootstrap instance. The predictions for

each variable are collected in all of the trees, and the mean square error of the out-

of-bag predictions is calculated. The performance of each RF is evaluated according

to the mean square error, and the percentage of the variance is explained [8].

3.4.2. Logistic Regression

LR is a method that is used in ML to create a model that can distinguish between

instances from two or more classes. This method models the posterior probabilities of

K classes through the linear functions of an input [6]; it starts with a training phase

in which a prediction model is calculated based on the previously collected values for

the predictive variables and corresponding results. This verification is carried out by

evaluating the model in the specified common variables and comparing the output
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with the known result. The model is considered to be successful when the model

classification equals the result for most of the test data [5].

3.4.3. Naive Bayes

NB calculates the probability of a new sample that belongs to a class based on the

assumption that all of the attributes that are given to a class are independent of each

other. This assumption arises from the need to estimate the multivariate probabilities

from a set of training data. In general practice, most combinations of attribute values

are either unavailable or do not have enough numbers in the training data; thus,

the direct estimation of each multivariate probability is not reliable. NB solves this

problem with the conditional independence assumption [7].

3.4.4. AdaBoost

A boosting algorithm is a classifier that combines the bootstrap and bagging methods

in an effort to combine several weak classifiers into one robust one; the ADB algorithm

is representative of such an algorithm. Unlike other boosting algorithms, the ADB

algorithm is a type of recurrent algorithm that sets a learning pattern according to

the errors that are returned by weak learners. The main idea of this algorithm is to

combine the weak learners that are created during each iteration in order to develop

a strong learner; hence, it is essential to know how weak students will be weighted

and combined [30].

4. Experiments

Under this heading, the experiments in this study are explained step by step. The

preprocesses that was applied to the datasets, the results of the analysis of the LDA

models, and the success of the ML methods are examined separately under the fol-

lowing subheadings.

4.1. Data preparation

Before the datasets were given to the model, the preprocesses were necessary – remov-

ing the punctuation marks, converting all of the texts to lowercase letters, defining

the Turkish characters (only for the Turkish dataset), and removing the stopwords

and numbers were all performed during the preprocessing phase. Then, the dictio-

nary was created with the stems of the words. As a result of this preprocessing, the

volume of the used data was decreased. Figure 6 indicates an example of the En-

glish preprocesses; the impact of these preprocesses can be examined in the figure as

follows:

• The text was converted to lowercase letters; thus, the same words that were

written differently (upper and lower cases) could be evaluated as a single form.

• Since there were large number of unnecessary punctuation marks in the tokens,

the punctuation marks were deleted.
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• Stopwords such as conjunctions, pronouns, etc. that did not affect the classi-

fication were removed from the texts; thus, the volume of the used data was

decreased.

• The same root words with different suffixes should be evaluated as single words;

therefore, the stemming operation was applied to all of the terms in the datasets.

Figure 6. Example for English preprocessing

4.2. Analysis of LDA models

Before training the LDA model, it was important to determine the optimal number

of topics; therefore, the coherence values were calculated first in order to determine

the topic number for each dataset (6, 9, 12, ..., 30 for the dataset with three classes,

and 10, 15, 20, ..., 50 for the dataset with five classes). The topic number with the

highest coherence values was used for the LDA model. The coherence values and topic

numbers of the datasets are shown in Table 1. According to this table, the number of

topics that were found for the whole dataset were the same as in the n-LDA models.

Table 1
Coherence values and topic numbers of datasets

Turkish dataset English dataset

Class Coherence Topic Number Coherence Topic Number

3 0.512 6 0.473 30

5 0.493 30 0.458 40

Then, the 1-LDA model was generated with the obtained coherence values. Us-

ing the word weights of the topics that were generated by the model, n-LDA was

performed twice (2-LDA and 3-LDA). The word counts that were used to generate

the models are shown in Table 2. The word count that was used in 1-LDA decreased

considerably in the other stages. The running times of the models are also shown in

Figure 7. Since the word counts decreased, the running times decreased as the stage

numbers increased.
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Table 2
Unique word counts of generated models

Turkish dataset English dataset

LDA models 3 class 5 class 3 class 5 class

1-LDA 2052 3133 2878 5489

2-LDA 486 499 1316 1389

3-LDA 404 464 1153 1285

Figure 7. Running times of generated models

Figure 8. Example word weights for each model (Sci&tech: science&technology)

As a result of the application of 1-LDA and n-LDA, the topics with words and

the weight values of the words were obtained. When the most suitable topic for any

sentence is calculated in 1-LDA, the values of the topics can be close. But when the

weight of the word that indicates the topic increases with n-LDA, it will be assigned

to the appropriate topic with a more distinct difference. Example word weights for

each model are shown in Figure 8. This figure shows that the weights of some words

increased (takim, kaza, etc. for Turkish; final, test, etc. for English). With the
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increases to these word weights, a more accurate classification can be made during

the testing phase.

Figure 9. Pseudocode for file creation

Finally, the weight of each headline was calculated for each topic according to

the generated models. All of the topic weights were obtained by summing up the

weight values of each topic that contained the terms in each news headline. A CSV

file that contained the weights and class labels was obtained for each headline in the

topics; that is, for each headline sentence, there were weight values that were equal

to the topic number. The created file was used for the analysis of the ML algorithms.

The pseudocode for the creation of the file is shown in Figure 9.

4.3. Analysis of ML algorithms

The success of the generated LDA models was analyzed using the RF, ADB, LR, and

NB algorithms. The data that was obtained from the LDA models was made proper

for these ML algorithms with the file creation that is shown in Figure 9. For these ML

algorithms, the weight value of each topic was the attribute, and the tag of the data

was the label; thus, the ML algorithms could be used for training with this file. The

RF, ADB, LR, and NB algorithms were performed by the Orange data-mining tool7.

7https://orangedatamining.com/
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The evaluation criteria were determined as F1-measure values for the ML methods.

The effects of the 1-LDA and n-LDA models were analyzed step by step for all of the

datasets.

The results of the Turkish dataset with three classes are shown in Figure 10.

While the stage number of the LDA model increased, the F1-measure value of the ML

algorithms also increased. The AdaBoost algorithm achieved the highest F1-measure

(with 93.45% in 3-LDA).

Figure 10. Results of three-class Turkish dataset

Figure 11 shows the F1-measure values of the ML algorithms in which the Turkish

dataset with five classes was used. As a result of the increase in the stage number

of the LDA model, the F1-measure of the ML algorithms increased. The highest

F1-measure was obtained by the RF method (with 88.91% in 2-LDA).

Figure 11. Results of five-class Turkish dataset
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The F1 measure of the ML algorithms was analyzed for the English dataset. The

F1-measure results for the English dataset with three classes are shown in Figure 12.

With the application of the n-stage to the model, the F1-measure value increased.

The most successful ML algorithm was RF (with 90.77% in 3-LDA).

Figure 12. Results of three-class English dataset

The results of the English dataset with five classes are shown in Figure 13. When

the algorithms were analyzed, the success of the ML algorithms grew with increasing

stage numbers. The RF algorithm was the best method (with an 81% F1-measure in

3-LDA).

Figure 13. Results of five-class English dataset

The F1-measure and AUC values for all of the LDA models and ML methods are

given in Table 3. The values of F1 and AUC were linearly proportional. The AUC

value indicates the area under the ROC curve. The table indicates that the LDA
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model with the lowest F1-measure and AUC values was 1-LDA. The F1-measure and

AUC values increased with the n-stage LDA models.

Table 3
F1-measures and AUC values of datasets

Methods Turkish dataset English dataset

3 class 5 class 3 class 5 class

LDA ML F1 AUC F1 AUC F1 AUC F1 AUC

1-LDA RF 91.99 0.98 88.45 0.97 89.74 0.97 80.4 0.95

NB 84.3 0.95 82.66 0.97 78.06 0.91 62.73 0.87

LR 86.76 0.97 86.06 0.97 77.49 0.91 63.9 0.89

ADB 91.79 0.95 82.15 0.89 84.12 0.88 79.34 0.95

2-LDA RF 92.3 0.983 88.77 0.981 89.47 0.96 81.04 0.95

NB 88.51 0.97 83.61 0.97 74.74 0.89 64.78 0.89

LR 87.62 0.97 87.70 0.98 76.86 0.92 59.58 0.86

ADB 92.4 0.97 82.76 0.89 87.65 0.95 73.22 0.93

3-LDA RF 92.43 0.98 88.75 0.97 90.77 0.978 81.42 0.958

NB 88.1 0.97 82.98 0.96 74.84 0.91 65.25 0.89

LR 88.26 0.97 86.34 0.97 78.65 0.93 62.85 0.87

ADB 93.45 0.97 82.37 0.89 86.58 0.94 72.98 0.93

5. Discussion

In this study, the success of the n-LDA method when classifying news headlines was

examined. The proposed n-LDA method with the classical LDA was compared with

the running times and F1-measures of the machine-learning methods.

Figure 14 shows the changes of the running times and F1-measure values as

the stage number of the LDA model increases. As the number of stages increases, the

running time decreases as the word count in the dictionary shrinks. This is because

the word count that is used is decreased at each stage, so the word weights are usually

increased. In addition, the success of the F1-measure also increases as the number of

stages of the LDA model increases. These situations can be seen in Figure 14.

The n-LDA models were also applied to datasets in two different languages. The

F1-measure of ML algorithms was analyzed in both datasets, and the success of these

algorithms increased. As a result, it was proven that n-LDA models can be used;

hence, it is a language-agnostic model. As a result, the n-LDA model can be used in

different languages such as Arabic, French, and Spanish.
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Figure 14. Changes of running times and F1-measure values according

to LDA models for all datasets

6. Conclusion and future work

The 1-LDA and improved n-stage LDA models were analyzed for headline classifi-

cation in this research. These approaches were compared using three- and five-class

Turkish and English datasets that are available to the public. The 1-LDA model

achieved the lowest success in the ML algorithms. While the n-stage LDA models

were generated with fewer words, it was proven that the success of the ML algorithms

increased with this model. The highest F1-measure values in both of the datasets

were obtained when using the n-stage LDA models. RF was the most successful algo-

rithm in all of the datasets except for the Turkish dataset with five classes (the most

successful here was AdaBoost). In addition, it was proven that n-stage LDA models

are generated faster than the 1-LDA model is.

For future work, evaluating the n-LDA models will be considered in languages

other than Turkish and English. This is aimed at different studies such as spam

detection, sarcasm detection, tag recommendation, document summarization, and

sentiment analysis. In addition, n-LDA models can be used in different fields such as

medical and geological data.
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