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Abstract Natural language inference (NLI) is a hot research topic in natural language
processing; contradiction-detection between sentences is a special case of NLI.
This is considered to be a difficult NLP task that has a significant influence
when added as a component in many NLP applications (such as question-
answering systems and text summarization). The Arabic language is one of the
most challenging low-resource languages for detecting contradictions due to its
rich lexical semantic ambiguity. We have created a data set of more than 12k
sentences and named it ArNLI; it will be publicly available. Moreover, we have
applied a new model that was inspired by Stanford’s proposed contradiction-
detection solutions for the English language. We proposed an approach for
detecting contradictions between pairs of sentences in the Arabic language using
a contradiction vector combined with a language model vector as an input to
a machine-learning model. We analyzed the results of different traditional
machine-learning classifiers and compared their results on our created data
set (ArNLI) and on the automatic translation of both the PHEME and SICK
English data sets. The best results were achieved by using the random forest
classifier, with accuracies of 0.99, 0.60 and 0.75 on PHEME, SICK, and ArNLI
respectively.
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1. Introduction

Natural language inference (NLI) is the task of determining whether a given hypoth-
esis can be inferred from a given premise. This task, formerly known as recognizing
textual entailment (RTE), has long been a popular task among researchers [41]. As
an improvement over the simple binary entailment vs non-entailment scenario, three-
way RTE has appeared and is commonly used (entailment, contradiction, neutral
[Unknown]). The entailment relationship between two text fragments holds when-
ever a claim that is present in Fragment B can be concluded from Fragment A.
The contradiction relationship applies when a claim in A and a claim in B can-
not be true together. The neutral relationship applies when neither A and B entail
nor contradict each other. The main impact is that RTE can transfer a problem
from text data set language processing to algebra sets and logical implications; for
this reason, RTE has a significant influence when added as a component in many
NLP applications, as it can simplify problems. Textual inference is a key capa-
bility for improving the performance of a wide range of NLP tasks [43], such as
question-answering systems [42], Information Retrieval (IR) and Information Ex-
traction (IE)1, text summarization2, next-generation information retrieval [42], ma-
chine reading [12, 36], machine translation [37], Natural Language Understanding
(NLU) [51], anaphora resolution [14], and argumentation mining [29]. Since 2005,
several challenges have been coordinated with the aim to provide concrete data
sets that the research community could use to test and compare their different
approaches to recognizing entailments. However, RTE from Arabic text remains
under-explored. The Arabic Language is one of the most challenging low-resource
languages in detecting contradictions due to its lexical richness and semantic am-
biguity. Moreover, there is no available benchmark for the contradiction-detection
task in the Arabic language to the best of our knowledge. In this paper, we intro-
duce a new high-quality data set for the NLI task for the Arabic language. This
data set (named ArNLI) includes more than 6000 pairs of sentences that are anno-
tated in three-way relationship classes (entailment, contradiction, and neutral), where:

• Contradiction indicates contradictions between pairs of texts that involve all
types that De Marneffe et al. discussed in [34] (antonym, negation, numeric,
factive, structure, lexical, WK).

• Entailment indicates that two texts entail the same meaning.
• Neutral indicates that there is no relationship between two texts.

Using different language-modeling approaches (including word embedding) and
the features of different language levels (lexical, semantic), we evaluate different tra-
ditional classification models (support vector machine [SVM], stochastic gradient de-

1NIST PASCAL Recognizing Textual Entailment Challenge (RTE-5) at TAC 2009: https://
tac.nist.gov/2009/RTE/

2NIST, 6th Textual Entailment Challenge @ TAC 2010 Knowledge Base Population Validation
Pilot Task Guidelines, TAC Workshop, 2010

https://tac.nist.gov/2009/RTE/
https://tac.nist.gov/2009/RTE/
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scent [SGD], decision tree [DT], ADABoost, k-nearest neighbors [KNN], and random
forest [RF]) and compare the results with the translation of famous English bench-
marks (due to the lack of benchmarks in Arabic). The rest of the paper is organized as
follows: Section 2 will cover the related literature. Section 3 will present our method-
ology in detail and will describe our created Arabic RTE data set. Section 4 will then
discuss the experimental results. Finally, we conclude with future research directions
in Section 5.

2. Related works
In the recent past, natural language inference (NLI) (formerly known as RTE) has
gained significant attention – particularly given its promise for downstream NLP
tasks [36]. The majority of research that has been done in NLI has focused on
two-way RTE (the simple binary entailment vs non-entailment scenario), whereas
three-way RTE (entailment, contradiction, neutral [Unknown]) that focuses on con-
tradiction has been featured in very few research projects. Recent statistics3 show
that research in RTE focuses on big data sets using deep-learning models with trans-
formers such as BERTNLI, RoBERTa, XLNET, and DeBERTa. Thus, most progress
in NLI has been limited to English due to the lack of reliable data sets for most of
the world’s languages. In other languages, different research works have attempted
to create data sets for NLI (such as Japanese [19], Chinese [21], Portuguese [40],
Italian [9], German [16], Brazilian [17], Persian [6], and Turkish [11]).

As for the Arabic language, an Arabic data set for RTE4 exists; however, it
converts two-way RTE and has only 600 pairs, which is not considered to be enough
for any deep-learning methodology. In the rest of the related work section, we will
emphasize that three-way RTE that focuses on contradiction is featured in relatively
few works, so this is our research interest in this paper.

2.1. Related works on English language
Harabagiu et al. [18] presented the first empirical results for contradiction detection
(CD) as a task of entailment recognition; however, they focused on specific kinds of
contradictions and described a framework for detecting contradictions between sen-
tences. The work had three basic types of linguistic information: (a) negation; (b) re-
lational and modality features, and (c) semantic information. The authors created two
corpora for evaluating their system; one was constructed via negating each entailment
in the RTE2 data,5 generating a balanced data set (LCC1 negation data set). To avoid
overtraining, negative markers were also added to each non-entailment, making sure
that they were not contradictions. The other corpus was created by paraphrasing the
hypothesis sentences from LCC-negation to remove the negations (LCC-paraphrase).
They achieved accuracies of 75.63% on LCC-negation and 62.55% on LCC-paraphrase.

3https://paperswithcode.com/sota/natural-language-inference-on-rte
4Arabic textual entailment data set http://www.cs.man.ac.uk/~ramsay/ArabicTE/
5Negation data sets, Stanford https://nlp.stanford.edu/projects/contradiction/

https://paperswithcode.com/sota/natural-language-inference-on-rte
http://www.cs.man.ac.uk/~ramsay/ArabicTE/
https://nlp.stanford.edu/projects/contradiction/


186 Khloud Al Jallad, Nada Ghneim

In [34], Rafferty and Manning proposed an appropriate definition of a contradic-
tion for NLP tasks and developed a corpus from which they constructed a typology of
contradictions. They found two primary categories of contradiction: (1) those occur-
ring via antonym, negation, and date/number mismatch (which are relatively simple
to detect), and (2) contradictions that arise from the use of factive or modal words,
structural and subtle lexical contrasts, and world knowledge (WK). They considered
contradictions in the first category ‘easy’ and can be obtained by using existing re-
sources and techniques (e.g., WordNet6, VerbOcean). However, contradictions in the
second category were considered to be more difficult to detect automatically because
they required precise models of sentence meaning. Moreover, they proposed a sys-
tem that was based on the architecture of the Stanford RTE system [32]; however,
they introduced a stage for event co-reference decisions. The features that were used
were polarity features, number, date, and time expression features, antonym features,
structural features, factivity corpora; one was based on an RTE data set, and the
other on ‘real life’ data. As RTE data sets are balanced between entailments and
non-entailments, the RTE3-test data was annotated by NIST as part of the RTE3
pilot task7 in which systems classify pairs as entailed, contradictory, or neither. As
for the real-life corpus8, they collected 131 contradictory pairs: 19 from Newswire
(mainly looking at related articles in Google News), 51 from Wikipedia, 10 from the
Lexis Nexis database, and 51 from the data that was prepared by LDC for the distil-
lation task of the DARPA GALE program. Despite the randomness of the collection,
they argued that this corpus may best reflect naturally occurring contradictions.

Ritter et al. [39] proposed contradiction detection using functions (e.g., BornIn
[Person] = Place) and a domain-independent algorithm that automatically detected
sentences that denoted functions. Their work was based on de Marneffe et al.’s work
with a number of modifications. They suggested that global world knowledge is im-
portant for constructing a domain-independent system. Moreover, they automatically
created a large corpus of obvious contradictions that can be found in arbitrary web
text. As for system evaluation, they used the 1000-most-frequent relationships that
were extracted by the TextRunner system [52] – 75% were indeed functional. They
labeled each of these 8844 pairs (by hand) as contradictory or not.

In [27], Li et al. used a CNN-based (convolutional neural network) model to
learn global and local semantic relationships from sentences. They used contradiction-
specific word embedding (CWE). CWE was learned from a training corpus that was
automatically generated from a paraphrase database and was used as a feature to
implement contradiction detection in the SemEval 2014 benchmark data set.9 The
shallow features that were extracted were the number of negation words, the difference
of word order, and unaligned words. The experimental results showed optimization on

6WordNet https://wordnet.princeton.edu/
7RTE3-pilot, Stanford, 2007 https://nlp.stanford.edu/RTE3-pilot/
8Negation Real Life Corpus, Stanford, https ://nlp.stanford.edu/projects/contradiction/

real_contradiction.xml
9SemEval2014 http://alt.qcri.org/semeval2014/

https://wordnet.princeton.edu/
https://nlp.stanford.edu/RTE3-pilot/
https://nlp.stanford.edu/projects/contradiction/real_contradiction.xml
https://nlp.stanford.edu/projects/contradiction/real_contradiction.xml
http://alt.qcri.org/semeval2014/
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traditional context-based word embedding in contradiction detection, as it improved
in accuracy from 75.97 to 82.08% in the contradiction class.

In [45], Sulea proposed applying three-way RTE in social media. The author
worked on 5000 pairs that were collected from Twitter to distinguish between tweets
that entailed or contradicted each other or that claimed unrelated things. They used
neural networks and compared their results on word embeddings with the results that
were previously obtained using classical “feature engineering” methods.

Lingam et al. [28] proposed an approach for detecting three different types of
contradictions (negations, antonyms, and numeric mismatches) using neural networks
and deep learning. They used long short-term memory (LSTM) and global vectors for
word representation (GloVe)10. There were three feature combinations: manual fea-
tures (Jaccard coefficient, IsNegation flag, IsAntonym flag, and Overlap coefficient),
LSTM-based features, and a combination of manual and LSTM features. They did ex-
periments on three publicly available data sets: Stanford, SemEval11, and PHEME12

[26]. In addition, they constructed a data set and made it publicly available. They
achieved a 96.85% accuracy for the contradiction class on the PHEME data set.

Moreover, many research papers have applied NLI over the last few years for
special domains or optimizing solutions for other complex NLP tasks. For example,
Microsoft created a corpus named Microsoft Research Paraphrase Corpus (MRPC)
that consists of 5801 sentence pairs that were collected from Newswire articles. Each
pair was labeled by human annotators as a paraphrase or not [15,35].

Wang et al. [49] proposed GLUE13 (general language understanding evaluation
benchmark) – a tool for evaluating and analyzing the performance of models across
a diverse range of existing NLU tasks based on NLI. Moreover, Wang et al. [48]
proposed SuperGlue [46] as an improvement on Glue by having more challenging
tasks, more diverse task formats, and so on. Glue and SuperGlue contained the QNLI
(question-answering NLI) data set, which was a natural language inference data set
that was automatically derived from Version 1.1 of the Stanford question-answering
data set (SQuAD). SQuAD v1.1 consisted of question-paragraph pairs where one of
the sentences in a paragraph (drawn from Wikipedia) contained the answer to the
corresponding question (written by an annotator).

The Allen Institute for Artificial Intelligence’s research created abductive natural
language inference (alphaNLI) [7] that was a common-sense benchmark data set that
was designed to test an AI system’s capability to apply abductive reasoning and com-
mon sense to form possible explanations for a given set of observations. Formulated
as a binary-classification task, the goal was to pick the most plausible explanatory
hypothesis given two observations from a narrative context. Yuta et al. [25] proposed
a data set for NLI at the document-level to automatically support the contract-review

10GloVe, Stanford https://nlp.stanford.edu/projects/glove/
11SemEval2014 http://alt.qcri.org/semeval2014/
12Pheme, 2016 https://www.pheme.eu/2016/04/12/pheme-rte-dataset/
13Glue, 2018 https://gluebenchmark.com/

https://nlp.stanford.edu/projects/glove/
http://alt.qcri.org/semeval2014/
https://www.pheme.eu/2016/04/12/pheme-rte-dataset/
https://gluebenchmark.com/
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process. They simplified the problem by modeling it as multi-label classification over
spans instead of trying to predict the start and end tokens, and they showed that
Span NLI BERT outperformed the existing models.

Wang et al. [50] solved many NLU tasks by transforming them into NLI tasks;
systematic evaluations on 18 standard NLP tasks showed that it improved the various
existing SOTA few-shot learning methods by 12% and yielded a competitive few-shot
performance with 500-times-larger models (such as GPT-3).

Liu et al. [30] proposed RoBERTa (which was a BERT-tuned model) that
achieved state-of-the-art results on GLUE, RACE, and SQuAD without multi-task
fine-tuning for GLUE nor additional data for SQuAD.

He et al. [20] proposed the DeBERTa model architecture (decoding-enhanced
BERT with disentangled attention) that improved the BERT and RoBERTa models
by using two novel techniques (disentangled attention, and an enhanced mask de-
coder). Compared to RoBERTa-Large, a DeBERTa model that was trained on half of
a training data performed consistently better on a wide range of NLP tasks, achiev-
ing improvements on MNLI by +0.9% (90.2% vs. 91.1%), on SQuAD v2.0 by +2.3%
(88.4% vs. 90.7%), and on RACE by +3.6% (83.2% vs. 86.8%).

2.2. Related works on Arabic language
In the Arabic language, only a small amount of research has been done in the RTE
domain. Textual entailment in Arabic faces various challenges due to the features
of the language [5, 8, 23]. One of these challenges is lexical ambiguity, which is the
difficulty of processing texts with missing diacritics. Another challenge is the lan-
guage’s richness in synonyms, where more than a one-word surface may have the
same meaning. In addition, Arabic still lacks the large-scale handcrafted computa-
tional resources that are very practically used in English (such as a large WordNet).
On the other hand, the lack of a large entailment data set has resulted in a lack of
deep-learning research experiments (only traditional machine-learning methods have
been proposed). Alabbas [3] developed the ArbTE system to evaluate the existing
text-entailment techniques when applied to the Arabic language. In the next step,
Alabbas suggested extending the basic version of the tree edit distance (TED) algo-
rithm in [4] in order to enhance the matching algorithm to identify TE in Arabic.
The author also created a publicly available data set for Arabic textual entailment –
ArbTEDS14 – which consisted of 618 text-hypothesis pairs that were collected from
Arabic news websites or annotated pairs that were collected by hand.

AlKhawaldeh et al. [2] concluded that Arabic entailment accuracy can be en-
hanced by resolving the negation for the entailment relationship, analyzing the polar-
ity of a text-hypothesis pair, and determining the polarity of the text-hypothesis pair
(positive, negative, or neutral). They achieved an accuracy of 69% on the ArbTEDS
data set. Almarwani et al. [5] applied SVM and random forest classifiers to detect

14Arabic textual entailment data set http://www.cs.man.ac.uk/~ramsay/ArabicTE/

http://www.cs.man.ac.uk/~ramsay/ArabicTE/
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RTE in Arabic using word embeddings to overcome the lack of explicit lexical over-
laps between T and H sentence pairs. They derived word-vector representations for
about 556K words. Other features that were used included similarity scores, named
entities, the number of unique instances in T, the number of unique instances in H,
the number of unique instances that were in T but not in H (and vice versa), and the
number of instances that were in both H and T. All of the features were calculated
at the token, lemma, and stem levels. The system achieved an accuracy of 76.2% on
the ArbTEDS data set.

Boudaa et al. [10] used a support vector machine algorithm to detect the RTE for
the Arabic language. The following analyses were used in the pre-processing stage:
named entities, temporal expressions, number/countable pairs, and ordinary words
(or sequences of ordinary words). They extracted alignment-based features to find
optimal weight matching in a weighted bipartite graph. The system achieved an
accuracy of 75.84% on the ArbTEDS data set.

Khader et al. [23] applied a lexical analysis technique of textual entailment for
the Arabic language. They added a semantic matching approach to enhance the pre-
cision of their system. Their lexical analysis was based on calculating word overlaps
and bigram extraction and matching. They combined semantic matching with word
overlaps to increase the accuracy of the word matching. They achieved 68% and 58%
precision for entails and not-entails, respectively, with an overall recall of 61% on the
ArbTEDS data set.

3. Our methodology
In this work, we created a data set and proposed a system for detecting NLI in Arabic
sentences where the target labels were entailment, contradiction, and neutral (no
semantic relationship). Our system consists of three main parts: text pre-processing
(cleaning, tokenization, stemming), feature extraction (contradiction feature vector
and language model vectors), and the machine-learning model. Figure 1 shows our
experimental schema. We will discuss each step in detail in the following subsections.

Figure 1. Our experimental schema
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3.1. Our data set
To the best of our knowledge, there is no available Arabic three-way natural language
inference (NLI) data set. In order to build our data set, we started by translating two
English RTE data sets: the SICK data set [33] (which was used in SemEval_2014_-
Task1),15 and the PHEME data set. The SICK data set consisted of 10,000 English
sentence pairs, each annotated for relatedness in meaning and entailment relation-
ship, while the PHEME data set contained 5400 RTE annotated pairs from social
media. We named these automatically translated Arabic data sets Ar_SICK and
Ar_PHEME, respectively. After automatically translating the two data sets, we se-
lected a subset of the annotated pairs and manually corrected their translations. We
augmented this subset with manually translated/annotated pairs from pre-existing
sources. Our final Arabic natural language inference (NLI) data set16 (ArNLI) con-
tained 6366 pairs that were divided as 1932 entailment, 1073 contradiction, and 3361
neutral. The data set was collected as follows:

• 5948 pairs of AR_SICK data set sentences that were semi-automatically trans-
lated and corrected (1714 entailment, 895 contradiction, and 3339 neutral pairs);

• 312 pairs of ArbTEDS corpus17 from which we had to re-annotate its sentence
classes (entails, not-entails) into the three-way RTE classes that were considered
in this study (194 entailment, 113 contradiction, and 5 neutral pairs);

• 35 pairs of Stanford real-life contradiction corpus [34], which was manually
translated (0 entailment, 35 contradictions, and 0 neutral pairs);

• 71 pairs of manually annotated sentences (collected from online websites teach-
ing Arabic contradiction, poems, idioms, and paraphrased pairs of Ar_PHEME
data set) with 24 entailments, 30 contradictions, and 17 neutral pairs.
The key statistics of our created data set (ArNLI) are shown in Table 1.

Table 1
Key statistics of ArNLI data set

Data Size
Training pairs 5092
Testing pairs 1274
Avg. Sentence Length in tokens
Hypothesis 6.623
Testing pairs 1274
Premise 7.246
Testing pairs 1274
Max. Sentence Length in tokens
Hypothesis 26
Premise 57

15semeval2014 task1 2014 https://alt.qcri.org/semeval2014/task1
16ArNLI https://github.com/Khloud-AL/ArNLI
17Arabic textual entailment data set http://www.cs.man.ac.uk/ ramsay/ArabicTE/

https://alt.qcri.org/semeval2014/task1
https://github.com/Khloud-AL/ArNLI
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3.2. Text preprocessing
In this step, we first tokenized the sentences and removed all of the punctuation
marks. To extract the morphological units, we used Snowball Stemmer (which is also
known as the Porter2 stemming algorithm) Table 2 presents examples of each step in
pre-processing stage.

Table 2
Examples of output of each step in preprocessing stage

Stage

Sentence 1 Sentence 2

نيباهجارختساولالدتسالاتاقالعمهفىلعثحبلااذهيفانلمع

..ةيبرعلاةغللاطقفسيلو،تاغللاعيمجيفلمجلا

تاضقانتلاولالدتسالاتاقالعفاشتكاىلعثحبلااذهيفانلمع

يقابيفاهفاشتكاىلعلمعنمل،طقفةيبرعلاةغللايفلمجلانيب

!تاغللا

Tokenization
,'تاقالع','مهف','ىلع','ثحبلا','اذه','يف','انلمع','..'])

,'،تاغللا','عيمج','يف','لمجلا','نيب','اهجارختسا','و','لالدتسالا'

(['ةيبرعلا','ةغللا','طقف','سيلو'

,'تاقالع','فاشتكا','ىلع','ثحبلا','اذه','يف','انلمع'])

,'ةيبرعلا','ةغللا','يف','لمجلا','نيب','تاضقانتلا','و','لالدتسالا'

(['!','تاغللا','يقاب','يف','اهفاشتكا','ىلع','لمعن','مل','،طقف'

Punctuation
Removal

,'و','لالدتسالا','تاقالع','مهف','ىلع','ثحبلا','اذه','يف','انلمع']

,'طقف','سيلو','،تاغللا','عيمج','يف','لمجلا','نيب','اهجارختسا'

['ةيبرعلا','ةغللا'

,'تاقالع','فاشتكا','ىلع','ثحبلا','اذه','يف','انلمع']

,'ةيبرعلا','ةغللا','يف','لمجلا','نيب','تاضقانتلا','و','لالدتسالا'

['تاغللا','يقاب','يف','اهفاشتكا','ىلع','لمعن','مل','،طقف'

Snowball
Stemmer

,'و','لالدتسا','قالع','مهف','ىلع','ثحب','اذه','يف','لمع']

,'غللا','طقف','سيل','غللا','عيمج','يف','لمج','نيب','جارختسا'

['برع'

,'و','لالدتسا','قالع','فاشتكا','ىلع','ثحب','اذه','يف','لمع']

,'ىلع','لمعن','مل','طقف','برع','غللا','يف','لمج','نيب','ضقانت'

['غللا','قاب','يف','فاشتكا'

3.3. Feature extraction
In our proposed model, we used different types of features: named entity features,
WordNet::Similarity features, special stopword feature, and number, date, and time
features. We used different language models such as TFIDF, n-grams, and word
embeddings.

3.3.1. Contradiction vector’s proposed features

A. Arabic named entity features
Two sentences with different named entities can cause a contradiction in meaning
even they may contain most of the same words. For example, the capital of a country
is a specific city that cannot be replaced by another city:

اسنرفةمصاعنويل Contradicts اسنرفةمصاعسيراب

(Paris is the capital of France) Contradicts (Lyon in the capital of France)
We used AQMAR18 to detect the named entities in the sentences. We encoded the
values in order to consider three different cases:

• if same ANEs are used in both sentences;
• if different ANEs are used in both sentences;
• if neither sentence contains ANEs.

18https://www.cs.cmu.edu/~ark/ArabicNER/

https://www.cs.cmu.edu/~ark/ArabicNER/
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B. Semantic similarity features
To be able to focus on the concepts (not merely on the exact words), we added some
semantic features that were based on the WordNet::Similarity project. A word can
have different meanings according to its context, and this has a direct effect on the
relationships between phrases. Semantic-similarity features are calculated for all of
the words in Sentence 1 with all of the words in Sentence 2. The similarity features
are synonym word count, neutral word count, and antonym word count. Table 3
presents examples of different relationships between sentences in Arabic.

Table 3
Different relationship examples between sentences

Relationship Sentence 1 Sentence 2

نيعلانملازغلابرش نيعلاةيَّساسحنميناعأ

No relationship with The deer drank from the river I have an eye allergy

دجمأتيبدمحأىرتشا دمحألهتيبدجمأعاب

Entailment Ahmad bought Amjad’s house Amjad sold his house to Ahmed

رمقلالفأ سمشَّلاتقرشأ

Entailment The Moon sets The Sun rises

رمقلالفأ سمشَّلاتبرغ

Contradiction The Moon sets The Sun sets

ةملكبقطنيمل لزنمللتدعدقلاماملاق

Contradiction He did not say a word He said, “Mom I am home”

C. Arabic special stopword features
Some Arabic stopwords affect the meanings of sentences and, thus, must be considered
when studying entailments. In contradiction, for example, negations such as ( سيل-ال-ام )
and exceptions such as ( إ ادع-ىوس-ال ) can alter the results. Moreover, some negation
words would mean confirmation if they come together with a negation word, such
as ( الإ-ال ). Table 4 presents some examples of contradictions and entailments using
stopwords. In our system, each special stopword will be extracted; then, we will
encode the feature values to consider three different cases:

• if special stopword exists in one sentence;
• if special stopword exists in both sentences;
• if special stopword does not exist in either sentence.

Table 4
Relationship examples using stopwords

Relationship Sentence 1 Sentence 2
هلإال هللاالإهلإال

Contradiction No God No God except Allah
هللاالإلبقتسملاملعيال لبقتسملاملعيهللا

Entailment No one know the future except Allah Allah knows the future
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D. Number, date, and time features
We extract those features that concern number, date, and time by using regular ex-
pressions to detect patterns. We also take Arabic words that compare quantities into
consideration (ex:يلاوح/nearly,صقني/lessthan,نعديزي/morethan,etc.) . Table 5 shows examples
of contradiction and entailment relationships based on these features.

Table 5
Relationship examples using number, date, and time

Relationship Sentence 1 Sentence 2
اًليتق60نابايلالازلزاياحضددعغلب اًليتق50نعديزيامونابايلايفلازلز

Entailment The number of Japan earthquake victims
reached 60

Earthquake in Japan and more than 50
killed

نابايلالازلزيفءاسن5ولافطأ3لتقم نابايلالازلزيفصاخشأ8لتقم

Entailment 3 children and 5 women killed in Japan
earthquake 8 people killed in Japan earthquake

1987ماعدلاخدلو 1990ماعدلاخدلو

Contradiction Khaled was born in 1987 Khaled was born in 1990
الًيتق60نابايلايفلازلزاياحضددعغلب ليتق50نعلقيامونابايلايفلازلز

Contradiction The number of Japan earthquake victims
reached 60

Earthquake in Japan and less than 50 were
killed

In our system, we create a vector to encode each of these regular expressions
types (number, time, date) into two values to consider two different cases:

• if quantity value of regular expression is NOT same in both sentences;
• if same quantity value of regular expression is in both sentences.

3.3.2. Language models

In this work, we used different language models to represent the pairs of sentences.
We compared the results of the following language models:

• Bag of Words: A bag of words means an unordered set of words, ignoring
their exact positions. The simplest bag-of-words approach represents the context
of a target word by a vector of features, each binary feature indicating whether
a vocabulary word w does or does not occur in the context. Bag-of-word features
are effective at capturing the general topic of the discourse in which the target
word has occurred. This in turn tends to identify the senses of a word that are
specific to certain domains [22]. In this work, we extracted a bag of words based
on words vs. chars in each sentence of the pairs.

• N-grams: An n-gram is a continuous sequence of n items from a given sequence
of text or speech data. N-gram models assign a conditional probability to possible
next words or assign a joint probability to an entire sentence. N-grams are
essential in any task in which we have to identify words in noisy ambiguous
input [22]. In this work, we extracted unigrams, bigrams, and trigrams for words
vs. chars in each sentence of the pairs.
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• TF-IDF (term frequency–inverse document frequency): This is a term-weighting
scheme that is commonly used to represent textual documents as vectors
(for purposes of classification, clustering, visualization, retrieval, etc.). Let
T = t1, . . . , tn be the set of all terms that occur in a document corpus un-
der consideration. Then, a document di is represented by an n-dimensional
real-valued vector xi = (xi1, . . . , xin) with one component for each possible
term from T . The most common TF–IDF weighting is defined by xij =

TFiIDFj(
∑n

j=0 j(TFijIDFj)
2)−1/2 [43]. In this work, we extracted TF-IDF

based on words vs. chars in each sentence of the pairs.
• Word Embedding: This is a low-dimensional word vector that encodes the

semantic meanings of words [31]. In this work, we created word2vec models using
Genism implementation. The training was done by using 50% of the translated
sentences from the SICK and PHEME data sets.

3.4. Classification models

In order to detect the relationship type (contradiction, entailment, or neutral) be-
tween two sentences, we used different traditional machine-learning classifiers and
compared their results. The algorithms that were used were support vector ma-
chine (SVM) [47], stochastic gradient descent (SGD) [44], decision tree (DT) [13],
ADABoost [1], k-nearest neighbors (KNN) [24], and random forest [38].

4. Evaluation & results

We evaluated our proposed solution on our created data set (ArNLI) and on both of
the Ar_SICK and Ar_PHEME data sets. Each data set was divided into training
and testing sets as 80 and 20%, respectively. Table 6 presents the results of applying
the different algorithms on the ArNLI data set.

Table 6
Results of experiments on ArNLI

SVM SGD DT ADA KNN RF
Char 0.65 0.65 0.59 0.52 0.52 0.73
Word 0.63 0.65 0.57 0.51 0.57 0.7TFIDF
Union 0.65 0.63 0.59 0.52 0.56 0.73
Chars 0.64 0.57 0.59 0.53 0.56 0.75Bag of Words Words 0.61 0.65 0.57 0.55 0.6 0.71

Unigram 0.62 0.61 0.57 0.54 0.51 0.71
Bigram 0.59 0.62 0.59 0.54 0.51 0.72Words
Trigram 0.58 0.52 0.59 0.55 0.57 0.75
Unigram 0.62 0.63 0.57 0.54 0.52 0.72
Bigram 0.62 0.62 0.57 0.54 0.54 0.65

N-Grams

Chars
Trigram 0.6 0.62 0.57 0.52 0.54 0.61
word2vec 0.57 0.59 0.57 0.52 0.53 0.67W2Vec word2vec TF-IDF 0.57 0.55 0.56 0.55 0.59 0.66
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The experiments showed that random forest achieved the best results on the
ArNLI data sets (with an accuracy of 0.75). As for the language models that were
used in the feature extraction, we found that the best results were achieved by com-
bining the trigrams of word vectors with the contradiction vector or combining the
bag of words of the chars vector with the contradiction vector. We applied the dif-
ferent experiments on the automatically translated Ar_PHEME and Ar_SICK data
sets. Tables 7 and 8 show the respective accuracy results that were achieved by our
experiments on both data sets.

Table 7
Result accuracy on AR_PHEME data set

SVM SGD DT ADA KNN RF
Char 0.91 0.84 0.58 0.77 0.93 1
Word 0.89 0.85 0.52 0.78 0.92 1TFIDF
Union 0.89 0.84 0.58 0.77 0.93 1
Chars 0.94 0.88 0.57 0.78 0.91 1Bag of Words Words 0.91 0.87 0.52 0.78 0.93 1

Unigram 0.63 0.6 0.53 0.64 0.88 1
Bigram 0.9 0.87 0.57 0.76 0.92 1Words
Trigram 0.92 0.88 0.52 0.76 0.91 1
Unigram 0.63 0.58 0.53 0.64 0.88 1
Bigram 0.9 0.87 0.57 0.76 0.92 1

N-Grams

Chars
Trigram 0.92 0.89 0.52 0.76 0.91 1
word2vec 0.47 0.43 0.46 0.56 0.8 1W2Vec word2vec TF-IDF 0.49 0.46 0.5 0.58 0.8 0.99

Table 8
Result accuracy on AR_SICK data set

SVM SGD DT ADA KNN RF
Char 0.58 0.56 0.58 0.53 0.59 0.53
Word 0.52 0.48 0.64 0.55 0.58 0.52TFIDF
Union 0.52 0.54 0.63 0.53 0.58 0.56
Chars 0.58 0.6 0.6 0.66 0.52 0.57Bag of Words Words 0.54 0.57 0.6 0.52 0.52 0.48

Unigram 0.58 0.57 0.6 0.56 0.52 0.54
Words Bigram 0.52 0.57 0.64 0.55 0.54 0.57

Trigram 0.52 0.58 0.63 0.63 0.58 0.57
Unigram 0.58 0.6 0.55 0.65 0.52 0.58
Bigram 0.57 0.57 0.56 0.66 0.58 0.6

N-Grams

Chars
Trigram 0.5 0.58 0.55 0.63 0.58 0.6
word2vec 0.53 0.6 0.53 0.66 0.57 0.57W2Vec word2vec TF-IDF 0.52 0.57 0.52 0.66 0.5 0.58

In Table 6, we notice that the best results (100% accuracy) were achieved when
using random forest on the translated Ar_PHEME data set. This can be justified
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by the fact that the PHEME data set had many repetitions and that the PHEME
sentences were initially news headlines that were lexically contradicting (such as “ten
people are dead in Airbus crash” and “no one died in Airbus crash”) and, thus, can
be easily detected.

When applying the different experiments on the automatically translated
Ar_SICK data set, we noticed that the best results (an accuracy of 66%) were
achieved when using the ADA algorithm with both W2Vec or bigram on the char
level language model (see Table 8).

When comparing the results of the different data sets, we noticed that the worst
results were achieved on the Ar_SICK data set (66%). We can justify this by the fact
that this data set contained many pairs with semantic abstraction levels and the
automatic translation step changed the semantics of one or both sentences (making
the original label invalid). Table 9 presents a few examples of entailments that our
system failed to detect in the Ar_SICK data set.

Table 9
Examples of translations spoiling semantics

Sentence 1 Sentence 2
Automatic
Translation

of Sentence 1

Automatic
Translation

of Sentence 2
Original Label

A dog is
rolling on

the ground

A dog is
sleeping on
the ground

ىلعلوادتملاوهبلك

بلكنماًلدب)ضرألا

(ضرألاىلعجرحدتي

ضرألاىلعمئانبلك NEUTRAL

A horse is
being ridden
by a person

A person is
riding a horse

ناصحاهبفصعتيرجيو

نماًلدب)صخشلبقنم

(صخشهبكريناصح

ليخلابكريصخش ENTAILMENT

A person is
tearing sheets

A man is
cutting paper

ةقروصخشلانوكي

موقينماًلدب)قيزمت

(تاءالملاقيزمتبصخش

ةقروعطقيلجر NEUTRAL

There is
no woman

cutting
broccoli

A woman
is cutting
broccoli

عطقيلكوربلادجويال

دجوتالنماًلدب)ةأرما

(يلكوربلاعطقتةأرما

يلكوربلاعطقتةأرما
CONTRA-
DICTION

Average results were achieved on our data set (ArNLI) (75%), as it included
different types of contractions with different levels of semantics. Figures 2, 3, and 4
show comparisons of the results of all of the algorithms on the translations of the
PHEME, SemEval2014Task1, and ArNLI data sets, respectively. Figures 5, 6, 7,
and 8 show comparisons of the best results on the three data sets that were used
(translations of PHEME, SemEval2014Task1, and ArNLI data sets) using support
vector machine (SVM), ADABoost, stochastic gradient descent (SGD), and random
forest, respectively.
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Figure 2. Results on translation of PHEME data set

Figure 3. Results on translation of SemEval2014Task1 data set

Figure 4. Results on ArNLI data set
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Figure 5. Results of SVM

Figure 6. Results of ADA

Figure 7. Results of SGD

Figure 8. Results of random forest
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5. Conclusion

Detecting entailment relationships between statements is a quite essential and chal-
lenging NLP task – especially contradiction detection, which can really optimize the
core of many NLP applications. The Arabic language suffers from low resources
in NLI detection; only a small data set is available, so no deep-learning solutions
have been previously proposed in this domain. In this paper, we presented our semi-
automatically created ArNLI data set that contained more than 12k sentences. We au-
tomatically translated the English PHEME and SICK data sets. We made some ba-
sic experiments to detect entailments in the Arabic language (inspired by Stanford’s
proposed solutions on the English language). We applied these experiments on our
created ArNLI data set and compared the results with translated PHEME and SICK
(as to the lack of benchmarks in the Arabic language). The best results of accuracy
on the ArNLI data set (0.75) were achieved when using the random forest classifier
and a feature vector that contained a combination of the trigram of words vector with
the contradiction vector or a combination of the bag of words of chars vector with the
contradiction vector.

In a future step, we intend to augment our data set and perform different exper-
iments using different embeddings, different transformers, and different deep-learning
algorithms. Moreover, we would like to apply NLI as parts of other important NLP
tasks such as sarcasm detection and machine reading.
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